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Abstract

The security of most public-key cryptosystems that are currently deployed rely on the hardness
of the discrete logarithm problem or of the integer factorisation problem. In 1994, Shor gave a
devastating polynomial-time quantum attack against these problems, showing that cryptosystems
that rely on their hardness are not secure in the presence of a quantum adversary. Considering
the increased investment in the development of large-scale quantum computers, in 2016, NIST
began an effort to standardise post-quantum secure key encapsulation mechanisms and signature
schemes.

We work with a specific type of post-quantum cryptography considered by NIST: isogeny-based
cryptography, where security rests on the hardness of the isogeny problem. This problem asks,
given two elliptic curves, to find a “nice” map, called an isogeny, between them. In the first part
of this thesis, we explore the concrete security of this problem when working with supersingular
elliptic curves. Viewing an elliptic curve as one-dimensional specialisation of a more abstract
mathematical object, namely an abelian variety, we also study the generalisation of the isogeny
problem to higher dimensions. In the next part, we focus on the recent shift towards using isogenies
between two-dimensional abelian varieties to construct new protocols, and present efficient formulæ
for computing such isogenies of odd degree.

We then focus on SQIsign, the only isogeny-based signature scheme that was submitted to
NIST’s alternate call for signatures. SQIsign boasts the smallest combined signature and public key
sizes. However, finding SQIsign-friendly parameters has proved to be a difficult task. We provide
a solution to this by presenting the first practical parameters for all security levels. Despite this,
SQIsign is still considerably slower than other alternatives. Noting that SQIsign is most interesting
in scenarios that require small signature sizes and fast verification, we also present work that
accelerates SQIsign verification, without sacrificing the signature size.
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Impact Statement

The results presented in this thesis contribute to the development of post-quantum secure cryp-
tosystems, focusing particularly on isogeny-based cryptography. This thesis demonstrates how
to gain a better understanding of the concrete security of the hardness assumption underlying
isogeny-based cryptography. This is important for selecting parameters that reach a certain level
of security, and improving the general confidence in isogeny-based cryptography. One of the main
obstacles for isogeny-based cryptography to be used in practice is its efficiency. In this thesis,
we furthermore introduce new techniques to accelerate isogeny-based cryptography. This includes
techniques that are targeted specifically towards SQIsign, a promising isogeny-based signature
scheme, as well as methods that improve the efficiency of isogenies between higher-dimensional
generalisations of elliptic curves, which have shown to be indispensable in isogeny-based cryptog-
raphy since the polynomial time attacks against prominent isogeny-based scheme SIDH/SIKE in
2022.

Since 2016, the National Institute of Standards and Technology (NIST) has looked towards
standardising post-quantum cryptography in response to the substantial advancement of quantum
computing. NIST cryptographic standards inform what cryptography is deployed by the United
States Government and in industry. We note that they have impact outside the United States as
many international bodies seek to also comply with NIST standards.

Most pertinent to this thesis is NIST’s alternate call for post-quantum secure signature schemes
in 2023, to which SQIsign was submitted and has progressed to Round 1. Our work on parameter
finding for SQIsign directly impacted the methods used to find parameters for all security levels
for the NIST submission.

SQIsign is currently the candidate that comes closest to the data sizes transmitted in pre-
quantum elliptic curve signatures, however signing and verification are slow. The variant of SQIsign
presented in this thesis, namely AprèsSQI, specifically targets applications where the amount of
data transmitted is crucial and fast verification is desirable. A few common examples include
long-term signatures, specifically public-key certificates, code updates for small devices, and smart
cards. If SQIsign is standardised through the NIST process, it is plausible that this variant of
SQIsign will become interesting for such applications in industry.

Finally, all the content in this thesis has been published to conference proceedings or journals, as
well as open access repositories. The accompanying software has also been made publicly available
on GitHub, and mostly written in open source languages (except for MAGMA). Therefore, it is easily
available to other researchers who are looking to use it to work on isogeny-based cryptography,
thus facilitating the future impact of this work.
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Introduction

In 1976, Diffie and Hellman [136] made a major breakthrough in cryptography. Or, as they aptly
put it:

“We stand today on the brink of a revolution in cryptography.”

Up until that point, communication was encrypted using a secret key that had been previously
agreed to through other means (for example, in person). Such a scenario would be very impractical
in today’s digital age. Indeed, before online communication could take place with another person
or server, one would have to meet to agree on a shared encryption key. Diffie and Hellman proposed
to instead split the cryptographic primitive in two parts: a private operation done by each party
using a private key leading to a piece of data that can be made public and used by other parties,
called a public key. Two parties can now use their private key and the public keys to derive a
shared secret key known only to the parties involved in this key exchange, which can henceforth
be used to encrypt their communications. Though the idea is simple, it is initially unclear how
one can build such a primitive. Diffie and Hellman’s article was revolutionary in that they further
provided an instantiation of this idea using the hardness of the discrete logarithm problem in finite
fields Fp, where p is a large prime: the Diffie–Hellman key exchange. The Diffie–Hellman protocol
has had a deep impact on modern cryptography; it provides a practical and secure way for two
parties to establish a shared secret over an insecure network, and thus forms the backbone of many
secure communication protocols in use today.

From this work, the field of public-key cryptography was invented, thus ushering in the age
of modern cryptography. Modern cryptography has proved essential to protect our online com-
munications by allowing us to send messages in a confidential manner, whilst ensuring they are
authentic and have not been altered. Cryptography is used in a variety of real world applications,
such as instant messaging and electronic commerce. Other forms of public-key cryptography have
since been constructed, most notably the RSA cryptosystem by Rivest, Shamir, and Adleman [270]
based on the hardness of factoring large integers, and elliptic curve cryptography (ECC).

The use of elliptic curves in cryptography was independently proposed by Miller [236] and
Koblitz [202] in the 1980s. Elliptic curves are algebraic curves that also naturally form a group
under the addition of points. Therefore, they provide an alternative instantiation of the prime
order groups used in Diffie–Hellman key-exchange, where the security rests on the hardness of
the discrete logarithm problem in the elliptic curve group. Having keys of smaller size (in bytes)
compared to other alternatives that give the same security, ECC has become a standard in public-
key cryptography. It is used in, for example, the TLS protocol [135] that facilitates secure internet
communications, and popular messaging applications such as WhatsApp [319] and Signal [291].
ECC has proved to be incredibly flexible, and more recently has been used in many blockchain
platforms and cryptocurrencies, such as Ethereum, for generating digital signatures, a primitive
that verifies the authenticity of digital information.

In his seminal 1995 paper, Shor exhibited a quantum polynomial time algorithm against both
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the discrete logarithm problem and the integer factorisation problem [288]. If large-scale quantum
computers are built, all the primitives we have introduced thus far, which are essential for the
security of our online communications, will become insecure. The attack by Shor highlighted the
power of quantum computers. This sparked the race to develop new cryptography that can be
implemented using classical computers but can withstand attacks from quantum ones. This branch
of cryptography is called post-quantum cryptography.

In 2016, NIST initiated an effort to develop and standardize one or more public-key encapsu-
lation mechanisms (which provide secure encryption) and digital signature schemes using post-
quantum cryptography, with evaluation criteria being a scheme’s cost and performance, algorithm
and implementation characteristics, and security [310]. This security is categorised in five levels,
depicted in Table 1, with NIST placing a focus on Levels I, III, IV.

Security Description

Level I At least as hard to break as AES128 (Exhaustive Key Search)
Level II At least as hard to break as SHA256 (Collision Search)
Level III At least as hard to break as AES192 (Exhaustive Key Search)
Level IV At least as hard to break as SHA384 (Collision Search)
Level V At least as hard to break as AES256 (Exhaustive Key Search)

Table 1: Categories of NIST security levels

In 2020, NIST announced the schemes that had progressed to Round 3 of the standardisation
effort, categorised into five main families of post-quantum cryptography:

• Lattice-based cryptography: Constructs cryptographic protocols using lattices, and their se-
curity is based on the hardness of computational problems involving these lattices. Lattice-
based schemes are the most well-rounded in terms of security, performance, and communi-
cation cost.

• Code-based cryptography: Builds cryptographic schemes using error-correcting codes, such
as Goppa codes, and is the oldest form of post-quantum cryptography. However, the key
sizes are quite large.

• Multivariate-based cryptography: Based on the hardness of solving large systems of multi-
variate polynomial equations, these cryptosystems perform well in practice. A recent break
of the promising multivariate-based signature scheme Rainbow has, however, decreased the
confidence in their security [29].

• Hash-based cryptography: Constructs protocols using hash functions, and their security is
based on the security of cryptographic hash functions. As such, there is strong confidence in
their security. However, their key sizes are large, and they have only been used to construct
signature schemes.

• Isogeny-based cryptography: Rather than using points on a single curve as in ECC, we build
cryptographic protocols using maps between elliptic curves that have certain properties,
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called isogenies. The security of these schemes is based on the general isogeny problem:
given two elliptic curves E1, E2 defined over a finite field, find an isogeny that maps E1 to
E2.

In this thesis, we explore isogeny-based cryptography. The use of isogenies for cryptography was first
proposed in 2006 independently by Couveignes [108] and Rostovtsev and Stolbunov [275]. Using or-
dinary elliptic curves, these proposals gave protocols that were largely impractical. Later, Charles,
Lauter, and Goren [76] built a cryptographic hash function using isogenies between supersingular
elliptic curves. Following this, De Feo, Jao, and Plût [123] proposed SIDH, a Diffie–Hellman-like
key exchange built from isogenies between supersingular elliptic curves. After optimisations due
to Costello, Longa, and Naehrig [104], SIDH became a more practical proposal, and its correspond-
ing encryption scheme SIKE was submitted to the NIST standardisation effort [10]. This brought
increased interest to isogeny-based cryptography.

As the youngest type of post-quantum cryptography, there was a large effort to study the
classical and quantum security of SIKE [228, 259, 262], and more generally of isogeny-based cryp-
tography [33, 107, 132]. The main hardness assumption underpinning the security of protocols
built from supersingular elliptic curves and their isogenies is the general supersingular isogeny
problem: given supersingular E1, E2 defined over Fp, find the isogeny φ : E1 → E2. This leads us
to the first contribution of this thesis: in Part II, we give an in-depth analysis of the concrete com-
plexity of the best classical attacks against the general supersingular isogeny problem. Viewing an
elliptic curve as a one-dimensional specialisation of a more abstract mathematical object, namely
an abelian variety, we also study the generalisation of the isogeny problem to two dimensions. In
both these settings, we go further and introduce new attacks with decreased concrete complexity,
which allow us to obtain a firmer grasp on the hardness of the isogeny problem in dimension 1 and
2.

The security of SIKE relied on a variant of the isogeny problem where an attacker is given
more information. This lead to a wave of polynomial time key recovery attacks which exploited
this extra information using higher dimensional isogenies (i.e., isogenies between higher dimensional
abelian varieties) to recover the secret key [67, 227, 271]. These attacks were devastating to SIKE’s
security, and as a result it was retracted from the NIST standardisation process. However, this
was far from being the death of isogenies. In fact, remarkably, the attacks against SIKE have
shown to be a very powerful constructive tool, breathing new life into isogeny-based cryptography.
The attacks and subsequent works (e.g., [19]) demonstrated that higher-dimensional isogenies are
crucial to both the understanding of the security of isogeny-based cryptography in dimension-
1, and to the construction of efficient and advanced protocols using isogenies. In Part III, we
advance the state-of-the-art on the computation of two-dimensional isogenies to facilitate their use
in cryptography.

In 2022, NIST standardised the lattice-based encapsulation mechanism called CRYSTALS-
KYBER [47], and digital signatures CRYSTALS-Dilithium [140], Falcon [161], and the hash-based
signature SPHINCS+ [28]. Except for SPHINCS+, all of these schemes are based on the com-
putational hardness of problems involving structured lattices. As such, NIST launched a call
for additional digital signature schemes for the post-quantum cryptography standardisation pro-
cess [309].
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“NIST is primarily interested in additional general-purpose signature schemes that are
not based on structured lattices. For certain applications, such as certificate trans-
parency, NIST may also be interested in signature schemes that have short signatures
and fast verification.” - NIST [309, pg. 2]

Parallel to the development of SIDH, work by Kohel, Lauter, Petit, and Tignol [203] introduced
the Deuring correspondence to isogeny-based cryptography, connecting the world of quaternion
algebras to supersingular elliptic curves and their endomorphism rings. These two ingredients led
to the development of isogeny-based signature schemes, such as the GPS signature scheme [174]
and SQIsign [125]. In Part IV, we focus on SQIsign, the sole isogeny-based candidate that was
submitted to NIST’s alternate call for signatures, which has since entered Round 1. It offers
the smallest combined signature and public key sizes, and its security relies on isogeny-based
hardness assumptions. It is therefore a promising alternative to lattice-based signatures in the
NIST standardisation effort, and beyond. However, its signing and verification algorithms are very
slow. With this in mind, the work in the final part of this thesis makes new strides on improving
the efficiency of SQIsign.

Organisation of thesis

Part I: Preliminaries

• Chapter 1: We introduce cryptographic preliminaries that will be needed for the rest
of the thesis. Most notably, we formally define the main cryptographic protocol of
study: signature schemes constructed from identification protocols. We also present
a dictionary of foundational mathematical concepts that may be unfamiliar to a more
cryptographic audience.

• Chapter 2: We survey the main geometric objects underlying the contributions of this
thesis. This chapter covers algebraic curves and their Picard groups, abelian varieties
and (separable) isogenies between them. We focus in particular on principally polarised
abelian varieties of dimension 1, namely elliptic curves, and of dimension 2.

• Chapter 3: Motivated by the Deuring correspondence, we switch gears to a more alge-
braic setting and introduce maximal orders and ideals in quaternion algebras.

• Chapter 4: Now that we have laid the mathematical groundwork, we look at these
objects within a cryptographic context. In this chapter, we focus on the use of isoge-
nies between abelian varieties in cryptography. After introducing superspecial abelian
varieties and the superspecial isogeny graph, we define the general isogeny problem
in dimension g and the best attacks against it. Due to its conjectured hardness, this
problem underlies the security of all isogeny-based protocols.

• Chapter 5: In this chapter, we discuss how the Deuring correspondence can be used as
a useful tool in isogeny-based cryptography. We first show that the quaternionic version
of the general isogeny problem is solved in polynomial time by the KLPT algorithm.
Following this, we introduce SQIsign, an isogeny-based signature scheme built from
supersingular elliptic curves, the Deuring correspondence and the KLPT algorithm.
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• Chapter 6: We present a comprehensive review of the literature surrounding the topics
studied, and detail the main contributions of the thesis.

The preliminaries in this thesis span many topics in algebraic geometry, number theory and
isogeny-based cryptography. To help a reader (who wants to focus on a particular chapter)
navigate the necessary content, we provide a flowchart of dependencies in Figure 1.

Part II: On the concrete complexity of the isogeny problem

• Chapter 7: In this chapter, we study the concrete complexity of the best classical attack
against the general isogeny problem in dimension 1. We extend this by introducing a
variant of the attack with improved concrete complexity.

• Chapter 8: Using a similar framework, we analyse and improve upon the concrete
complexity of the best classical algorithm that solves the general isogeny problem in
dimension 2.

Part III: Two-dimensional isogenies

• Chapter 9: Since the SIDH/SIKE attacks, there has been a shift towards using (N,N)-
isogenies, i.e., isogenies of degree N between two-dimensional (principally polarised)
abelian varieties, to build isogeny-based protocols. Though (2, 2)-isogenies have thus
far mostly been used due to their efficiency, it is likely that (N,N)-isogenies for larger
N will be needed for future research. In this chapter, we give a general method to
construct (N,N)-isogenies for any odd N , and exhibit the power of this method by
presenting efficient and explicit formulæ for computing (3, 3)-isogenies.

Part IV: Accelerating SQIsign

• Chapter 10: We present a novel method to finding pairs of integers (x, x ± 1) such
that x(x ± 1) is only divisible by small primes. Using this, we show how to construct
cryptographic sized primes as p = 2xn − 1 so that p2 − 1 is sufficiently smooth. Such
primes can then be used as parameters in SQIsign.

• Chapter 11: This chapter introduces a variant of SQIsign called AprèsSQI targeted to-
wards applications requiring small signatures and fast verification. To this end, we
increase the efficiency of SQIsign verification by allowing signing to occur over an ex-
tension field of Fp2 , and thus incurring a small degradation in signing time.

• Chapter 12: We conclude with summarising the contributions of this thesis, particularly in light
of recent work. We also give some brief comments on avenues for future work.

Publications

This thesis is, for the most part, a concatenation of published papers. Publications are ordered
chronologically and the list of authors of each paper is ordered alphabetically.1

1See https://www.ams.org/profession/leaders/CultureStatement04.pdf
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Publications included in the thesis

We begin by presenting the published works that are included in this thesis, discussing my personal
contributions to each work.

[90] Maria Corte-Real Santos, Craig Costello, and Jia Shi. “Accelerat-
ing the Delfs–Galbraith Algorithm with Fast Subfield Root Detection”.
In Advances in Cryptology - CRYPTO 2022. 2nd Annual International
Cryptology Conference, Santa Barbara, CA, USA, August 15-18, 2022,
Proceedings, Part III, pages 285-314, 2022.

This paper studies the concrete complexity of the Delfs–Galbraith algorithm, the best attack
against the dimension-1 supersingular isogeny problem. It forms the basis of Chapter 7.

[60] Giacomo Bruno, Maria Corte-Real Santos, Craig Costello, Jonathan
Komada Eriksen, Michael Meyer, Michael Naehrig, and Bruno Sterner.
“Cryptographic Smooth Neighbors”. In Advances in Cryptology - ASI-
ACRYPT 2023 - 29th International Conference on the Theory and Ap-
plication of Cryptology and Information Security, Guangzhou, China, De-
cember 4-8, 2023, Proceedings, Part VII, pages 190-221, 2023.

This paper forms the basis of Chapter 10, and presents a new method to finding SQIsign-friendly
primes for all NIST security levels.

[88] Maria Corte-Real Santos, Craig Costello, and Sam Frengley. “An
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Code accompanying this thesis

The code accompanying this thesis has been written in MAGMA [49], SageMath [311] and Python.
It is publicly available at the following GitHub repository:

https://github.com/mariascrs/thesis-code.

This repository contains submodules pointing towards the software associated to each chapter,
from Chapter 7 to Chapter 11. Throughout this work, we also directly reference the relevant
GitHub repositories in each chapter.
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List of Symbols

Symbols introduced in preliminaries

log(x) Base-2 logarithm of x
A ⇋ B 3-move interactive protocol between parties A and B
Z/NZ Ring of integers modulo N
λ The security parameter, or principal polarisation of an

abelian variety (clear from context)
k Perfect field
char k Characteristic of field k (usually > 5)
k A (fixed) algebraic closure of a field k
Ok Ring of integers of the field k
Fp Finite field of order p
Fpk Degree k extension of Fp
Fq Finite field of characteristic p (i.e., q is a power of p)
Qp The p-adic numbers
Q(
√
d) A quadratic field

Gal(k′/k) The Galois group of the field extension k′/k
An Affine n-space
Pn Projective n-space
P(w0, . . . , wn) Weighted projective n-space with weights w0, . . . , wn

C A curve, usually hyperelliptic of genus g ≥ 1

k(C) Function field of a curve C
Pic0(C) The Picard group of an irreducible non-singular projective

curve C
Jac(C) or JC The Jacobian of an irreducible non-singular projective

curve C
π The Frobenius endomorphism, or a quotient map (clear

from context)
g The genus of a curve C, or the dimension of an abelian

variety
E An elliptic curve
0E The identity of elliptic curve group, and often the point at

infinity
j or j(E) The j-invariant of an elliptic curve E
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Ed The quadratic twist of elliptic curve E by non-square d ∈
k×

Et The unique quadratic twist of elliptic curve E defined over
Fq

End(E) The endomorphism ring of elliptic curve E
A An abelian variety
0A The identity of the abelian variety
[N ]A Multiplication-by-N endomorphism on the abelian variety

A

⊕ (or +) The group law on an abelian variety A
⊖ (or −) The inverse of the group law on A
λ, µ, ν Rosenhain invariants of a genus-2 curve
K A Kummer surface
I2, I4, I6, I10 The Igusa–Clebsch invariants of hyperelliptic curve C of

genus 2

eN The N -Weil pairing
TN The Tate pairing of order N
tN The reduced Tate pairing of order N
G The kernel of an (N, . . . , N)-isogeny, i.e., a maximal

isotropic subgroup of A[N ]

φ, φ̂ An (N, . . . , N)-isogeny and its dual
degφ The degree of an isogeny φ
DN,g number of (N, . . . , N)-isogenies from a fixed domain p.p.

abelian variety of dimension g
ΦN (X,Y ) Classical modular polynomial in Z[X,Y ] of level N
ΦN,p(X,Y ) Classical modular polynomial in Fp[X,Y ] of level N
Bp,∞ The quaternion algebra over Q ramified at p and ∞, and

unramified elsewhere
α Conjugate of an element α ∈ Bp,∞
O Maximal order in Bp,∞
I, J,K Ideals in Bp,∞
OL(I) Left order of an ideal I
OR(I) Right order of an ideal I
trd The reduced trace of quaternion element α or ideal I
nrd The reduced norm of quaternion element α or ideal I
I The conjugate of an ideal I in Bp,∞
E0, O0 The elliptic curve E0 : y

2 = x3 + x with known endomor-
phism End(E0) ∼= O0

Iφ The ideal corresponding to an isogeny φ
Sg(Fp) Isomorphism classes of dimension-g superspecial p.p.

abelian varieties
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Xg(Fp) Graph with node set Sg(Fp) and edges being isogenies of
p.p. abelian varieties

Xg(Fp, N) Graph with node set Sg(Fp) and edges being (N, . . . , N)-
isogenies

Sp2 The set of supersingular j-invariants in Fp2\Fp
Sp The set of supersingular j-invariants in Fp
J2(Fp) The set of superspecial p.p. abelian surfaces Fp-isomorphic

to the Jacobian of a hyperelliptic genus-2 curve
E2(Fp) The set of superspecial p.p. abelian surfaces Fp-isomorphic

to E1 × E2 for some supersingular elliptic curves E1, E2

SQIsign symbols

φsk The secret isogeny with domain E0 used as the signing key
Dsk The degree of the secret isogeny
Epk The image of the secret isogeny φsk used as the public ver-

ification key
φcom The commitment isogeny with domain E0

Dcom The degree of the commitment isogeny
Ecom The image of the commitment isogeny
φchall The challenge isogeny with domain Ecom

Dchall The degree of the challenge isogeny
Echall The image of the challenge isogeny
φresp The response isogeny, included in the SQIsign signature
2e The degree of the response isogeny
2f The degree of each block of the response isogeny
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Chapter 1

Cryptographic and Mathematical Pre-

liminaries

Before we begin our journey towards introducing the central objects of our study – abelian varieties
– and their use in isogeny-based cryptography, we present several important cryptographic and
mathematical preliminaries. A reader with a strong cryptographic background may choose to
skip Section 1.1 and simply consult this section for the definition of a term if necessary. Similarly,
those with a good understanding of the mathematical definitions can skip Section 1.2.

1.1 Modern cryptography

We begin by defining the main cryptographic objects and concepts that we will be working with
in this thesis. After presenting the basic building blocks we need throughout, we introduce digital
signature schemes, a fundamental cryptographic primitive, which is used in a myriad of applications
such as software distribution and financial transactions. Digital signatures will be central to the
work in this thesis. We focus particularly on signatures schemes that are derived from identification
schemes.

1.1.1 Basic definitions

We follow Katz and Lindell [201] to define basic concepts in modern cryptography that we will
need throughout the thesis.

We begin by introducing some basic notation. If x is a binary string, we let |x| denote its length.
If S is a finite set, we denote by #S its size and s $←− S denotes picking an element uniformly from
S and assigning it to s.

1.1.1.1 Efficient computation

We define efficient computation as that which can be carried out in polynomial time. An algorithm
is said to run in polynomial time if there exists a polynomial f(·) such that, for every input
x ∈ {0, 1}∗, the computation of the algorithm on x terminates in at most f(|x|) operations. We
use y ← Alg(x) to denote running an algorithm Alg on input x and assigning its output to y.
We also often work with probabilistic polynomial time (PPT) algorithms, namely polynomial time
algorithms with access to a source of randomness that yields unbiased random bits that are each
independently equal to 1 or 0 with probability 1

2 . We often distinguish a probabilistic algorithm

Alg using the notation y $←− Alg(x), for some input x and output y.
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When determining the complexity of an algorithm or describing the size of certain inputs, we
work asymptotically and use the following notation.

Definition 1.1.1. For two functions f, g : R≥0 → R≥0, we say f(n) = o(g(n)) if for all C > 0,
there exists N ∈ N such that for all n > N , we have f(n) < Cg(n). We say f(n) = O(g(n)) if
there exists a constant C > 0, such that there exists an N ∈ N with f(n) < Cg(n) for all n > N .
Furthermore, we define Õ(f(n)) := O(f(n) log(n)k) for some k ∈ N.1

We say f(n) = ω(g(n)) if for all C > 0, there exists N ∈ N such that for all n > N , we have
f(n) > Cg(n). We say f(n) = Ω(g(n)) if there exists a constant C > 0, such that there exists
N ∈ N with f(n) > Cg(n) for all n > N .

Intuitively, the little-o notation says that f is dominated by g (for any constant factor C),
whereas the big-O notation describes f that is bounded above by g (up to a constant factor C).
The notation Õ ignores logarithmic factors in the big-O notation, and we often use this for clarity
of presentation. Conversely, the ω notation says that f dominates g (for any constant factor C),
and the Ω notation tells us that f is bounded below by g (up to a constant factor C).

Example 1.1.2. A polynomial time algorithm runs in O(ℓk) for some k ∈ N, where ℓ is the length
of the input. If an algorithm runs in O(2f(ℓ)) for some polynomial f , it is said to run in exponential
time.

In Chapters 7 and 8 we will seek to understand the concrete complexity of certain algorithms,
namely, we will explicitly determine the constant C. In the context of cryptography, the concrete
complexity is often important to fine-tune parameters in order to achieve a certain level of security.

We also introduce notation used to analyse the average-case complexity of an algorithm.

Definition 1.1.3. For two functions f, g : R≥0 → R≥0, we say f(n) = Θ(g(n)) if there are
constants C1, C2 > 0 and N ∈ N such that C1g(n) < f(n) < C2g(n) for all n > N . We define
Θ̃(f(n)) := Θ(f(n) log(n)k) for some k ∈ N.

1.1.1.2 Game-based security in cryptography

We fix a parameter λ, called the security parameter, with unary representation 1λ, which measures
the security of a cryptographic protocol. We use code-based games in our security definitions [21].
A game Gamesec

A (λ) is played with respect to a security notion sec and adversary A, modelled as
a PPT algorithm. It has a Main procedure whose output is the output of the game. We denote
by P (Gamesec

A (λ)) the probability that this output is equal to 1. In certain games, the adversary A
will have access to a random oracle, which responds to every unique query with a random response
chosen uniformly from its output domain. If a query is repeated, it responds in the same way.

In modern cryptography, a scheme is said to be secure according to some security notion sec
if it can be broken only with very small probability. In particular, if an adversary A can win
the corresponding game Gamesec

A with probability 1/f(n) where f is a polynomial taking positive
values, then it is not secure. Conversely, we consider our scheme to be secure if the probability is
asymptotically smaller than 1/f(n) for every polynomial f taking positive values. To capture this
in our security definitions, we define negligible functions.

1log(x) will always denote the base-2 logarithm of x.
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Definition 1.1.4. Let ϵ : N → R>0 be a function. We say that ϵ is negligible if, for every
polynomial f(·) there exists an N ∈ N such that for all n > N , we have ϵ(n) < 1

f(n) .

As we see in later sections, we say a scheme is secure (with respect to a security property sec)
if the probability of an adversary A winning the corresponding game Gamesec

A is bounded above by
a negligible function ϵ(λ).

Similarly, we will say that a problem is hard if there is no polynomial time algorithm in λ that
solves the problem. In public-key cryptography, we build new cryptosystems whose security is tied
to the hardness of such problems. For example, if there is an efficient attack against the discrete
logarithm problem in (large) finite fields, the Diffie–Hellman key exchange [136] would no longer
be secure.

1.1.2 Cryptographic hash functions

A fundamental primitive in modern cryptography is a cryptographic hash function. We follow Mit-
telbach and Fischlin [240] and Rogaway and Shrimpton [274].

A (keyed) hash function is a function H : K ×M → Y, where K and Y are finite nonempty
sets and M and Y are sets of strings. We insist that Y = {0, 1}ℓ for some ℓ > 0. The number
ℓ is called the hash length of H. Furthermore, we insist that if m ∈ M, then {0, 1}|m| ⊆ M;
as stated by Rogaway and Shrimpton [274, §2], this assumption is convenient, and a reasonable
hash function should satisfy this. We usually write the first argument to H as a subscript so that
Hk(m) = H(k,m) for all m ∈M.
To obtain a cryptographic hash function, we give formal definitions of two notions of security.
Firstly, in cryptography we will want our hash functions to yield few collisions, where a collision
is a pair of inputs m ̸= m′ such that Hk(m) = Hk(m′).

Definition 1.1.5. Let λ be the security parameter. A hash function H : K × M → {0, 1}ℓ is
collision resistant if for any PPT adversary A we have P (Gamecoll

A ) ≤ ϵ(λ), where ϵ : N → [0, 1] is
a negligible function and Gamecoll

A is defined as follows:

Main Gamecoll
A (λ)

k
$←− K

m,m′ $←− A(1λ, k).

return (m ̸= m′) ∧ (Hk(m) = Hk(m′))

The next security definition ensures that it is infeasible for an adversary to efficiently compute a
preimage of the hash function.

Definition 1.1.6. Let λ be the security parameter and consider a hash function H : K ×M →
{0, 1}ℓ and suppose n > 0 is such that {0, 1}n ⊆ M. We say H is preimage resistant if for any
PPT adversary A we have P (Gamepre

A ) ≤ ϵ(λ), where ϵ : N → [0, 1] is a negligible function and
Gamepre

A is defined as follows:

Main Gamepre
A (λ)
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k
$←− K

m
$←− {0, 1}n

y ← Hk(m)

m′ $←− A(1λ, k, y).

return Hk(m′) = y

Given these two security definitions, we are ready to define cryptographic hash functions.

Definition 1.1.7. Let λ be the security parameter. A cryptographic hash function is a hash
function H : K ×M→ {0, 1}ℓ(λ) that is collision resistant and preimage resistant.

For some applications it suffices to rely on a security requirement that is weaker than collision
resistance. We say that a hash function H is second-preimage resistance if, for k $←− K and m

$←−
{0, 1}n ⊆M with y := Hk(m), it is infeasible for any PPT adversary A to find m′ ̸= m such that
y = Hk(m′). If H is collision resistant, then it is also second-preimage resistant.

Remark 1.1.8. For simplicity, we usually consider unkeyed hash functions, which can be modeled
as a keyed hash function with a single fixed key k that is known to everyone.

1.1.3 Identification schemes

In this section, we recall the standard cryptographic notions of Σ-protocols and identification
schemes following the lecture notes by Damgård [113] and Venturi [315]. This will prove most
important for Section 5.2 of Chapter 5, where we define the isogeny-based signature scheme SQIsign
constructed from an identification protocol. Another good general reference for an interested reader
is Chapter 8 by Katz [200].

1.1.3.1 Σ-Protocols

Let R : {0, 1}∗×{0, 1}∗ → {0, 1} be a relation defining a language LR := {x : ∃w s.t. R(x,w) = 1}.
We consider protocols between a prover P and a verifier V, both modelled as PPT algorithms with
respect to the security parameter λ. The prover holds a witness w for a value x ∈ L, and their
goal is to convince the verifier of this through an interactive protocol. We can view x to be an
instance of some computational problem, and w is a solution to that instance. We restrict to
3-move interactive protocols of the following form:

1. P sends a message a.

2. V sends a random t-bit string b.

3. P sends a reply c, and V outputs accept or reject.

This interaction will yield a transcript (a, b, c) where a is the commitment, b is the challenge,
and c is the response. Intuitively, the role of the commitment step is to bind the prover to some
information at the beginning of interaction to ensure that they behave correctly in the response
phase. In the challenge phase, the verifier sends a random string that the prover should not be
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able to anticipate. We denote such 3-move interactive protocols between prover and verifier by
P(x,w) ⇋ V(x).

Definition 1.1.9. A protocol is said to be a Σ-protocol for a relation R if it is of the above 3-move
form. We say that a Σ-protocol is:

• (1− δ)-Correct if for all x ∈ LR we have that π = (P(x,w) ⇋ V(x)) is a valid transcript with
probability 1− δ (over the randomness of all involved algorithms) for R(x,w) = 1. If δ = 0,
then the Σ-protocol is said to be perfectly correct.

• Special sound if on input x ∈ LR, and any pair of accepting transcripts π = (a, b, c) and
π′ = (a, b′, c′) with b ̸= b′, we can efficiently compute w such that R(x,w) = 1.

• (Computationally) Honest verifier zero-knowledge if there exists an efficient simulator S,
which on input x ∈ LR and b

$←− {0, 1}t, outputs an accepting transcript π = (a, b, c) that
are (computationally) indistinguishable from transcripts of the real protocol.

The special soundness property implies that a Σ-protocol for relation R is always an interactive
proof system for the language LR with soundness error 2−t.

1.1.3.2 Identification schemes

An identification scheme is an interactive protocol between a prover P and a verifier V, where the
prover aims to convince the verifier that it knows some secret without revealing anything about it.

Definition 1.1.10. An identification (ID) scheme is a tuple of PPT algorithms (Gen,P,V) specified
as follows:

• (pk, sk) $←− Gen(1λ): Takes as input the security parameter λ and outputs a key pair (pk, sk).

• π = (P(pk, sk) ⇋ V(pk)): Denotes an interactive protocol, where P holds the key pair (pk, sk)
and V holds pk, at the end of which a transcript π is output.

• The verifier V outputs accept if π is valid, or reject otherwise.

We say that the ID scheme is correct if the verifier outputs accept with probability 1 over the
choice of (pk, sk) $←− Gen(1λ) and over the randomness in the involved algorithms.

The most basic form of security for ID schemes is passive security. It aims to capture the notion
that it should be hard for a dishonest prover to convince the verifier that they know the secret
key corresponding to a particular public key. Passive security will be sufficient for our purposes of
constructing a signature scheme.

Definition 1.1.11. We say (Gen, P, V) is a passively secure ID scheme if, for all PPT adversaries
A there exists a negligible function ϵ : N → [0, 1] such that P (Gameid

A) ≤ ϵ(λ) where Gameid
A is

defined as follows:

Main Gameid
A(λ)

Q← ∅
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(pk, sk) $←− Gen(1λ)

s
$←− ATranscript(1λ, pk)

π ← (A(s) ⇋ V(pk))

return (π valid) ∧ (#Q = O(poly(λ))) ∧ (π /∈ Q)

Transcript()

πi ← P(pk, sk) ⇋ V(pk)

Q← Q ∪ {πi}

return πi

An ID scheme can be constructed from a Σ-protocol for a hard relation R.

Definition 1.1.12. A relation R is said to be hard if there exists a PPT algorithm Gen that, on
input of the security parameter λ ∈ N, will output a pair (x,w) such that R(x,w) = 1, and for
all PPT adversaries A we have P (Gamehard

A ) ≤ ϵ(λ), for a negligible function ϵ : N → [0, 1]. Here,
Gamehard

A is defined as follows:

Main Gameid
A(λ)

(x,w)
$←− Gen(1λ)

w′ $←− A(1λ, x)

return R(x,w′) = 1

The idea to obtain an ID scheme from a Σ-protocol of such a relation R is to generate a pair
(x,w) ← Gen(1λ) and to define pk := x and sk := w. The execution of the scheme then proceeds
as the underlying Σ-protocol. More formally, we have the following theorem, whose proof can be
found in, for example, the lecture notes by Venturi [315, Theorem 5].

Theorem 1.1.13. Let (P,V) be a Σ-protocol for a hard relation R with challenge space of size
ω(log λ). Then (P,V) is a passively secure ID scheme.

1.1.4 Signature schemes from the Fiat–Shamir transform

We now exhibit an important application of identification schemes, namely the construction of
provably secure signature schemes in the random oracle model using the Fiat–Shamir transform.
In the random oracle model, we assume there is a publicly-accessible oracle that implements a
completely random function, usually instantiated with a cryptographic hash function. A deep
understanding of the random oracle model will not be needed for this work; indeed, we will only
use it in this section to understand the construction of SQIsign, an isogeny-based signature scheme
introduced in Section 5.2. We refer to Bellare and Rogaway [20] for more details.

First, we define digital signatures and the security properties we require them to have.

Definition 1.1.14. A signature scheme Π = (KGen, Sign,Verify) is composed of the triple of
polynomial time algorithms defined as follows:
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• (vk, sk) $←− KGen(1λ): The key generation algorithm takes as input the security parameter
λ ∈ N, and outputs a key pair (vk, sk) composed of the public verification key vk and private
signing key sk.

• σ
$←− Sign(sk,m): The signing algorithm takes as input the signing key sk and a message

m ∈ {0, 1}∗ (and random coins), and returns a signature σ.

• accept/reject← Verify(vk, σ,m) : The verification algorithm takes as input the verification
key vk, the message m and the signature σ, and outputs accept or reject. We often depict
accept by 1 and reject by 0.

We say that the signature scheme Π is correct if for all m ∈ {0, 1}∗ and all (vk, sk) $←− KGen(1λ),
we have Verify(vk,m,Sign(sk,m)) = 1 with probability 1 over the choice of (vk, sk) $←− Gen(1λ) and
over the randomness of all involved algorithms.

For security, we require that, given polynomially many valid signatures and (chosen) message
pairs, it should be hard to forge a signature on a new message.

Definition 1.1.15. We say that a signature scheme Π = (KGen, Sign,Verify) is unforgeable against
chosen-message attacks (UF-CMA) if for all PPT adversaries A there exists a negligible function
ϵ : N→ [0, 1] such that P (GameUF-CMA

A ) ≤ ϵ(λ) in the following game:

Main GameUF-CMA
A,Π (λ)

Q← ∅

(vk, sk) $←− KGen(1λ)

(m,σ)
$←− ASign(1λ, pk)

return (Verify(vk, σ,m)) ∧ (m /∈ Q)

Sign(m)

σ ← Sign(sk,m)

Q← Q ∪ {m}

return σ

1.1.4.1 The Fiat–Shamir transform

The Fiat–Shamir transform [151] allows us to construct a signature scheme from a Σ-protocol for
any hard relation R, or equivalently from a passively secure ID scheme. The intuitive idea of the
transformation is to replace the challenge sampled by the verifier by the output of a cryptographic
hash function, which takes as input the commitment a and message m. This is sufficient to ensure
that the prover does not have access to the challenge before generating the commitment, and binds
the commitment to the message that will be signed in that session. More formally, we construct
the signature scheme Π as follows:

• (vk, sk) $←− KGen(1λ): The key generation algorithm fixes a hash function H : {0, 1}∗ →
{0, 1}∗, runs the generation protocol (x,w) ← Gen(1λ) of the underlying ID scheme where
(x,w) ∈ LR, and outputs verification key vk := (H, x) and signing key sk := (w,H, x).
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• σ
$←− Sign(sk,m): The signing algorithm performs a run of the underlying Σ-protocol by

parsing sk as (w,H, x), computing the challenge b = H(x,m, a), and returns σ := (a, c) as a
signature on m, where a is the commitment and c is the response (see Section 1.1.3.1).

• accept/reject ← Verify(vk, σ,m): The verification algorithm parses vk as (H, x) and σ as
(a, c), computes b′ = H(x,m, a), and returns accept (or 1) if (a, b′, c) is a valid transcript,
and reject (or 0) otherwise.

Fiat and Shamir [151] showed that this construction gives a secure signature scheme (in the sense
of Definition 1.1.15), leading to the following theorem. See, for example Venturi [315, Theorem 7],
for a proof.

Theorem 1.1.16. Let (P,V) be a 3-round passively secure ID scheme, such that the first message a
has conditional min-entropy2 ω(log λ) given the public key pk. Then, the signature scheme derived
by applying the Fiat–Shamir transform is UF-CMA secure in the random oracle model.

Remark 1.1.17. With a view to the work presented in this thesis, all signature schemes are
constructed from identification protocols. As a result, we will make heavy use of Theorem 1.1.16.
As we are also interested in security against quantum adversaries, it is natural to seek an extension
of the Fiat–Shamir transform that is secure in the Quantum Random Oracle Model (QROM), a
quantum version of the random oracle model introduced by Boneh, Dagdelen, Fischlin, Lehmann,
Schaffner, and Zhandry [39]. Unruh [313] proposed an adaptation of the Fiat–Shamir transform
that is secure in the QROM. However, Unruh’s transform is expensive.

1.2 Mathematical preliminaries

The purpose of this section is to point to references for mathematical concepts that may not be
known to a more general audience, but will be assumed throughout the thesis.

Rings. We refer to Artin [6, Chapter 11], or Cohn [85] for a complete description of ring theory.
Most pertinent to this thesis is the definition of the characteristic of a ring [85, §6.3], integral
domains (namely non-zero commutative rings such that product of any two non-zero elements is
non-zero) [6, §11.7], and the following two examples of rings.

Example 1.2.1. We briefly fix notation for two types of rings that we will need for Chapter 3:
division rings and matrix rings.

• A division ring is a non-trivial ring in which division by non-zero elements is defined. In
particular, for every non-zero element a, there exists a multiplicative inverse a−1 such that
a · a−1 = a−1 · a = 1. In Chapter 3, we introduce an example of a division ring: quaternion
algebras over Q.

• A matrix ring is a set of matrices with entries in a ring R that form a ring under matrix
addition and matrix multiplication. For example, 2 × 2 matrices with entries in the real
numbers R, denoted M2(R), is a matrix ring.

2If P = (p1, . . . , pn) is a finite probability distribution, its min-entropy is defined as log(1/pmax) where pmax =
maxi(pi). It is the most conservative way of measuring the unpredictability of a set of outcomes.
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A reader should also be familiar with polynomial rings as defined in [6, §11.2], and ideals in
such rings [6, Definition 11.3.13].

Fields. A field k is a commutative division ring. Field theory is a vast topic and good references
for this topic are Cameron [63] or Milne [238]. For the work in this thesis, a reader should be
familiar with the field of fractions (or quotient field) corresponding to an integral domain [63,
§2.14] and field extensions [297, §4.1]. An important field extension is the algebraic closure of k,
denoted k, as defined in Milne [238, Chapter 6]. We will often use properties of field extensions,
including their degree [238, pg. 14], their transcendental degree [238, Chapter 9] and whether they
are separable or (purely) inseparable [238, Chapter 3]. Furthermore, in Chapters 7 and 10 we work
with the trace and norm map of a field extension, as defined by, for example, Milne [238, pg. 82].
We briefly detail three examples of fields that are used in this work.

Example 1.2.2 (Finite Fields). In cryptography, the main example of a field that we work with
is a finite field. A field is said to finite if it has finite cardinality. If k is a finite field, then it has
prime characteristic p and has order pk for some k ∈ N. In fact, all finite fields with characteristic
p and order pk are isomorphic. We can therefore identify all finite fields with the same order pk,
and denote them by Fpk . A finite field is an example of a perfect field. We define k to be perfect
if every finite extension of k is separable [238, pg. 33]. Another example of a perfect field is the
rational numbers Q.

Example 1.2.3 (The p-adic numbers). For our discussion on quaternion algebras defined over Q
in Section 3.1, it will be important to study the behaviour at particular primes p. This means that
we study what our quaternion algebra looks like when it is defined over the p-adic numbers Qp. A
p-adic number a ∈ Qp is given by the series

a =

∞∑
i=k

aip
i = akp

k + ak+1p
k+1 + · · · ,

where k is a (possibly negative) integer and 0 ≤ ai < p. For more details, see [45, Chapter 1, §3].

Example 1.2.4 (Quadratic Fields). Quadratic fields have found many applications in isogeny-
based cryptography, particularly when working with ordinary elliptic curves defined over Fp or
supersingular elliptic curves defined over Fp, both of which will be introduced in Section 2.9. In
this manuscript, however, we focus on supersingular curves defined over Fp2 , the reasons for which
will be explained in Section 4.1. As such, we do not explicitly require in-depth knowledge on
quadratic fields. We define them here briefly for completeness; for more details we refer the reader
to Buell [61].

A quadratic field is given by Q(
√
d) for some (uniquely defined) square-free integer d ̸= 0. If

d > 0, Q(
√
d) is a real quadratic field, and when d > 0 it is an imaginary quadratic field. In

cryptography, we mostly work with the latter case.
The ring of integers Ok of a quadratic field k is the ring of all algebraic integers in k (i.e., field

elements that are roots of monic polynomials with integer coefficients). Explicitly, for k = Q(
√
d),

we have Ok is Z
[
1+

√
d

2

]
for d ≡ 1 mod 4, and Z[

√
d] otherwise. For example, when k = Q(

√
−5)

we have Ok = Z[
√
−5].
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The class group of a quadratic field is a widely studied object both in mathematics and cryp-
tography. To define it, we first introduce fractional ideals. An ideal I in the ring Ok is a subset of
Ok such that: (a) I is subgroup of the additive group of Ok; and (b) for all x ∈ I and r ∈ Ok, we
have rx ∈ I. An ideal I is a fractional ideal if there exists a fixed algebraic integer α ∈ Ok such
that for every x ∈ I, we have αx ∈ Ok. An ideal I is principal if there exists an algebraic integer
α such that I = {rα : r ∈ Ok}. We can define the product ideal IJ of I and J to be the ideal
containing all finite sums of products

∑
xiyi for xi ∈ I, yi ∈ J . In fact, the set of fractional ideals

forms a group Jk under ideal multiplication, and the set of principal ideals Pk ⊆ Jk is a subgroup.
The class group of k is the quotient group Jk/Pk. The order of the group, which is finite, is

called the class number of k.

Galois Theory. In Chapter 2, we define our objects over the algebraic closure k of a field k.
However, it is important to understand when they are defined over the base field k. To define this
formally, we must work with Galois groups of the form Gal(k/k). For a reader unfamiliar with
Galois theory, the book by Stewart [297] gives a very readable introduction to the topic. The case
where k = Fq is particularly simple. However, for the purposes of the work in this thesis, it suffices
to understand the explicit examples that we give in Sections 2.2 and 2.3, for which the question of
whether it is defined over k becomes clearer.

Modules. A module is an analogue of a vector space, where the scalar field is replaced by a ring.
A reader should be familiar with the definition of a (sub)module, given for example by Artin [6,
§14.1].
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Chapter 2

Abelian Varieties of Low Dimension

This chapter is dedicated to introducing the geometric objects that we study in this work: princi-
pally polarised abelian varieties of dimension 1 and 2. We begin by defining affine and projective
curves, and present our two examples of interest: elliptic curves and hyperelliptic curves of genus
2. Further to this, we show how to associate a group to such curves using the construction of the
Picard group. This will form our first examples of principally polarised abelian varieties, the main
object of study in this thesis. As we will see in this chapter, an abelian variety is a projective alge-
braic variety that is also an algebraic group. The group structure of these objects is what enables
their use in cryptography. For instance, by looking at specific examples of abelian varieties over
finite fields, we can instantiate a group where the discrete logarithm problem is hard. We focus in
particular on principally polarised abelian varieties of dimension 1 and 2, fully categorising all such
varieties and detailing specific properties they hold. With our goal of isogeny-based cryptography
in mind, we define isogenies between abelian varieties, namely a morphism with special properties
which preserve the group structure. We finish by specialising our discussions to abelian varieties
defined over a finite field. As we span many topics throughout this chapter, we indicate the relevant
literature at the beginning of each section.

For a reader unfamiliar with the mathematical background, we refer to Section 1.2, which gives
references for undefined terms in this chapter. For simplicity, we let k be a perfect field and fix an
algebraic closure k of k.

2.1 Curves

In this section, we give a brief introduction to curves with their cryptographic applications in mind.
We begin by giving a general description of affine and projective varieties, before specialising to
those that define algebraic curves. We then introduce the Picard group associated to such a
curve, which allows us to construct a group corresponding to any (smooth, irreducible) curve. We
emphasize that the most important takeaways of this section are the two concrete examples of
algebraic curves that we give in Section 2.2 and Section 2.3, namely (hyper)elliptic curves.

2.1.1 Affine and projective varieties

We first describe affine and projective varieties via the theory of algebraic sets. We show how
to define a geometric object in affine or projective space as the vanishing set of multivariate
polynomials. We refer to [164, 264, 292] for general references for this section.
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2.1.1.1 Affine varieties

For a positive integer n and field k with algebraic closure k, we define affine n-space An(k) to be
the set of n-tuples

An = An(k) := {P = (x1, . . . , xn) : xi ∈ k}.

In particular, A1(k) = k is the affine line, and A2(k) is the affine plane. The set of k-rational
points of An is the set

An(k) := {P = (x1, . . . , xn) ∈ An : xi ∈ k}.

Remark 2.1.1. Let Gal(k/k) be the (absolute) Galois group of the extension k/k. Then Gal(k/k)
acts on An as follows. For σ ∈ Gal(k/k) and P = (x1, . . . , xn) ∈ An, we define σ(P ) :=

(σ(x1), . . . , σ(xn)). The set An(k) can instead be characterised by

An(k) = {P ∈ An : σ(P ) = P for all σ ∈ Gal(k/k)}.

For a polynomial f ∈ k[X1, . . . , Xn], a point P = (x1, . . . , xn) ∈ An(k) is called a zero of f
if f(P ) = f(x1, . . . , xn) = 0. We are interested in the algebraic sets defined by the vanishing of
polynomials f ∈ k[X1, . . . , Xn].

Definition 2.1.2. Let k[X1, . . . , Xn] be a polynomial ring in n variables, and let I ⊂ k[X1, . . . , Xn]

be an ideal. An affine algebraic set is any set of the form

V (I) = {P ∈ An : f(P ) = 0 for all f ∈ I}.

Similarly, if V is an affine algebraic set, the ideal of V , denoted I(V ) is generated by

{f ∈ k[X1, . . . , Xn] : f(P ) = 0 for all P ∈ V }.

An affine algebraic set V is defined over k if it can be generated by polynomials in k[X1, . . . , Xn].
In this case, the set of k-rational points of V is given by the set V (k) = V ∩ An(k).

Definition 2.1.3. An (irreducible) affine variety is an affine algebraic set V for which I(V ) is a
prime ideal in k[X1, . . . , Xn].

Remark 2.1.4. For an affine variety V , when I(V ) = (f) for f ∈ k[X1, . . . , Xn], then I(V ) is a
prime (and therefore V is irreducible) if f is irreducible over k (see, for example, [164, Example
4.15(ii)]).

Example 2.1.5. Consider f = y2 − x3 − 17 ∈ F5[x, y] defining an ideal I = (f). Viewing f as a
polynomial over F5[x], f is irreducible and so I is a prime ideal. The algebraic set V corresponding
to I is an affine variety given by the single equation y2 = x3 +17. The F5-rational points of V are

V (F5) = {(2, 0), (3, 2), (3, 3), (4, 1), (4, 4)}.

To define the dimension of an affine variety V , we need to construct the function field of V .
Consider the ring

k[V ] = k[X1, . . . , Xn]/I(V ).
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As I(V ) is prime, k[V ] is an integral domain. The function field of V is the quotient field (or field
of fractions) k(V ) of the integral domain k[V ].

Definition 2.1.6. Let V be a variety. The dimension of V , denoted dim(V ), is the transcendence
degree of k(V ) over k.

For a variety V defined over k, we can similarly define k[V ] and k(V ). They are the subsets of
k[V ] and k(V ), respectively, that are fixed by Gal(k/k).

Example 2.1.5 (continuing from p. 35). The dimension of An is n as k(An) = k(X1, . . . , Xn).
The affine variety V defined by y2 = x3 + 17 has function field

F5(V ) = F5[x, y]/(y
2 − x3 − 17),

and dim(V ) = 1. More generally, if V ⊂ An is given by a single non-constant polynomial equation
f(X1, . . . , Xn) = 0, then dim(V ) = n− 1 [292, Example I.1.4].

2.1.1.2 Projective varieties

Let P = (x0, . . . , xn) ∈ An+1(k) be a point in affine (n+1)-space. If P ̸= (0, . . . , 0), then it defines
a unique line passing through P and (0, . . . , 0). Rather than considering all non-zero points on this
line distinct, we can identify them. Using this identification, we can define (weighted) projective
n-space.

Definition 2.1.7. We define projective n-space to be the set

Pn = Pn(k) :=
{
(x0 : x1 : · · ·xn) : xi ∈ k with

∏
xi ̸= 0

}/
∼,

where ∼ is the equivalence relation:

(x0 : x1 : · · · : xn) ∼ (y0 : y1 : · · · : yn) ⇐⇒ (y0 : y1 : · · · : yn) = (λx0 : λx1 : · · · : λxn),

for some non-zero λ ∈ k×. The set of k-rational points in Pn(k) is defined as

P(k) := {(x0 : x1 : · · · : xn) ∈ Pn : xi ∈ k for all i} ⊆ Pn(k).

Example 2.1.8. When n = 0, the zero-dimensional projective space P0(k) is a single point. When
n = 1, we have

P1(k) := {(x0 : x1) : x0 or x1 ̸= 0}/ ∼ = {(1 : x) : x ∈ k} ∪ {(0 : 1)},

which is the projective line: an affine line with one extra point (0 : 1), often called the point at
infinity.

Remark 2.1.9. The Galois group Gal(k/k) acts on Pn by acting on the projective coordinates.
For P = (x0 : · · · : xn) ∈ Pn we have σ ((x0 : · · · : xn)) := (σ(x0) : · · · : σ(xn)). This action is
well-defined:

σ ((λx0 : · · · : λxn)) = (σ(λ)σ(x0) : · · · : σ(λ)σ(xn)) = (σ(x0) : · · · : σ(xn)).
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Therefore, we can characterise the set of k-rational points in Pn as Pn(k) = {P ∈ Pn : σ(P ) =

P for all σ ∈ Gal(k/k)}.

Definition 2.1.10. We define n-dimensional weighted projective space with pairwise coprime
weights ω0, . . . , ωn to be the set

P(ω0, . . . , ωn)(k) := {(x0 : x1 : · · · : xn) | xi ∈ k, not all xi ̸= 0}/ ∼,

where ∼ is the following equivalence relation:

(x0 : x1 : · · · : xn) ∼ (y0 : y1 : · · · : yn) ⇐⇒ (y0 : y1 : · · · : yn) = (λω0x0 : λ
ω1x1 : · · · : λωnxn),

for some non-zero λ ∈ k. We can define the set of k-rational points in P(ω0, . . . , ωn)(k) analogously
to in Definition 2.1.7.

It will be important to note that affine n-space An can be embedded into projective n-space Pn

via
An ↪→ Pn, (x1, . . . , xn) 7→ (x1 : . . . : xn : 1).

By considering subsets of Pn, we can define maps in the converse direction. Namely, let Ui :=
{(x0 : · · · : xn) ∈ Pn | xi ̸= 0}. The map ϕi : Ui → An, defined as

(x0 : x1 : · · · : xn) 7→
(
x0
xi
, . . . ,

xi−1

xi
,
xi+1

xi
, . . . ,

xn
xi

)
,

is a bijection. Fixing the index i, we often identify An as the subset Ui ⊂ Pn under this bijection.
To define projective algebraic sets, we instead consider homogeneous polynomials, i.e., poly-

nomials F ∈ k[X0, . . . , Xn] such that F (λX0, . . . , λXn) = λdF (X0, . . . , Xn) for all λ ∈ k, where
d = deg(F ). This ensures that, if F (P ) = 0 for some P ∈ Pn(k), then every projective representa-
tive of that point is a zero of F as well.

Definition 2.1.11. Let I be a homogeneous ideal of k[X0, . . . , Xn]. A projective algebraic set is
a set

V (I) := {P ∈ Pn : F (P ) = 0 for all homogeneous F ∈ I}.

For a projective algebraic set V , the homogeneous ideal of V is the ideal I(V ) of k[X0, . . . , Xn]

generated by

{F ∈ k[X0, . . . , Xn] : F homogeneous and F (P ) = 0 for all P ∈ V }.

Remark 2.1.12 (Zariski Topology). Affine and projective spaces are equipped with the structure
of a topological space via the Zariski topology. The closed subsets of affine (resp. projective)
n-space are affine (resp. projective) algebraic sets. Therefore, the Zariski topology on An or Pn

induces a topology on any affine or projective algebraic set, respectively. For more details, we refer
to [264, §3].
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Definition 2.1.13. An (irreducible) projective variety is a projective algebraic set V such that
the homogeneous ideal I(V ) is a prime ideal in k[X1, . . . , Xn]. Similarly to the affine case, we
say that a projective algebraic variety V is defined over k if it can be generated by homogeneous
polynomials F ∈ k[X0, . . . , Xn]. Then, the set of k-rational points of V is the set V (k) = V ∩Pn(k).

Remark 2.1.14. As for the affine case (see Remark 2.1.4), for a projective variety V , when I(V )

is generated by a single homogeneous polynomial F ∈ k[X1, . . . , Xn], then I(V ) is a prime ideal if
F is irreducible over k.

Throughout this thesis, we want to work in both affine and projective space. To move from
projective space to affine space, we have to make a choice of affine patch, which means we have to
choose a bijection Ui ←→ An. We follow the usual convention and take Un (i.e., xn ̸= 0) always.
This is formalised in the following definition.

Definition 2.1.15. Let F ∈ k[X0, . . . , Xn] be a homogeneous polynomial. We define the deho-
mogenization FH of F to be

FH(X1, . . . , Xn) := F (X1, . . . , Xn, 1).

Conversely, given f ∈ k[X1, . . . , Xn] of degree d we define the homogenization fH of f to be

fH(X0, . . . , Xn) := Xd
nf(X0/Xn, . . . , Xn−1/Xn).

As a result, if V is a projective algebraic set with homogeneous ideal I(V ) ⊂ k[X0, . . . , Xn], we
identify V ∩ An with ϕn(V ∩ Un): it is an affine algebraic set with

I(V ∩ An) = {FH : F ∈ I(V )}.

Namely, I(V ∩ An) is the ideal generated by the dehomogenization of homogeneous polynomials
generating I(V ). Similarly, the projective closure V of an affine algebraic set V ⊂ An is the
projective algebraic set with

I(V ) = {fH : f ∈ I(V )}.

We can now define many properties of projective varieties V in terms of its affine part V ∩An.
Firstly, we define the dimension of V as the dimension of V ∩An. The function field of V , denoted
K(V ), is the function field of V ∩ An.

Example 2.1.16. Consider the affine variety V over k defined by the equation y2 = x3− 5x2+x,
with affine coordinates (x, y) ∈ A2. We have dim(V ) = 1. The variety V has a projective closure
V given by the image embedding V ↪→ P2 defined by (x, y) 7→ (x : y : 1). The projective variety V
is generated by the equation

Y 2Z = X3 − 5X2Z +XZ2,

and dim(V ) = 1. The additional point (0 : 1 : 0) on the projective curve is a distinguished point
called the point at infinity. Such an affine variety V is called an affine curve, and V is a projective
curve. These will be the focus of Section 2.1.3.
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2.1.2 Maps between varieties

In this section, we briefly look at algebraic maps between varieties. Let us first define morphisms
of affine varieties.

Definition 2.1.17. Let V1 and V2 ⊂ An be affine varieties. We say that a map ϕ : V1 → V2 is a
morphism of affine varieties if ϕ = (ϕ1, . . . , ϕn), where ϕi ∈ k[X1, . . . , Xn] are polynomials, such
that ϕ(P ) := (ϕ1(P ), . . . , ϕn(P )) ∈ V2 for a point P ∈ V1. If ϕ1, . . . , ϕn ∈ k[X1, . . . , Xn], we say
that ϕ is defined over k.

Defining morphisms of projective varieties requires more care, and we first introduce rational
maps.

Definition 2.1.18. Let V1 and V2 ⊂ Pn be projective varieties. A rational map from V1 to V2 is
a map ϕ, usually denoted by ϕ : V1 99K V2, of the form

ϕ = (ϕ0 : . . . : ϕn),

where ϕ0, . . . , ϕn ∈ k(V1) have the property that for every point P ∈ V1 at which ϕ0, . . . , ϕn are
all defined, we have

ϕ(P ) = (ϕ0(P ) : . . . : ϕn(P )) ∈ V2.

We say that ϕ is defined over k if there exists λ ∈ k× such that λϕ0, . . . , λϕn ∈ k(V1). A birational
map from V1 to V2 is a rational map ϕ : V1 99K V2 such that there is a rational map V2 99K V1
inverse to ϕ.

A rational map ϕ = (ϕ0 : · · ·ϕn) : V1 99K V2 is called regular at P ∈ V1 if there exists a function
g ∈ k(V1) such that gϕ0, . . . , gϕn are all defined at P and at least one of gϕ0(P ), . . . , gϕn(P ) are
non-zero. Note that, for each P , we may need a different function g. Morphisms of projective
varieties are rational maps that are regular at every point.

Definition 2.1.19. Let V1 and V2 ⊂ Pn be projective varieties. A morphism ϕ : V1 → V2 between
V1 and V2 is a rational map that is regular at every point P ∈ V1. The map ϕ is called an
isomorphism if there exists a morphism ψ : V2 → V1 such that ϕ◦ψ and ψ ◦ϕ are identity maps on
V1 and V2, respectively. We say that two varieties V1, V2 are isomorphic over k or k-isomorphic if
there exists an isomorphism defined over k.

Example 2.1.20. For this example, we follow Silverman [292, Examples 2.3, 3.5]. Let V ⊂ P2 be
the projective variety given by the equation

X2 + Y 2 = Z2,

defined over k with characteristic char k ̸= 2. The morphism

P1 −→ V,

(s : t) 7−→ (s2 − t2 : 2st : s2 + t2),
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has inverse

V −→ P1,

(X : Y : Z) 7−→ (X + Z : Y ).

In this way, V and P1 are isomorphic as projective varieties.

2.1.3 Curves

We turn our attention to affine and projective curves. These will be the geometric object of most
interest to us, and is in some sense the simplest type of variety. Indeed, an affine, resp. projective,
curve C is an affine, resp. projective, variety of dimension 1.

As C is an algebraic variety, it has a corresponding ideal I(C) which is generated by polynomials
f1, . . . , fm ∈ k[X1, . . . , Xn] if affine, or homogeneous polynomials F0, . . . , Fm ∈ k[X0, . . . , Xn] if
projective. We say that C is generated by f1, . . . , fm or F0, . . . , Fm, respectively.

Recall that a point P ∈ An lies on the affine curve C ⊂ An if fi(P ) = 0 for all i = 1, . . . ,m.
We denote the k-rational points of C, as defined in Section 2.1.1.1, by C(k). We similarly define
the k-rational points of a projective curve C following Section 2.1.1.2.

Definition 2.1.21. Let C be an affine curve generated by f1, . . . , fm ∈ k[X1, . . . , Xn]. A point
P ∈ C is non-singular or smooth if the m× n matrix(

∂fi
∂Xj

(P )

)
1≤i≤m, 1≤j≤n

has rank n− 1. If C is non-singular at every point P , we say that C is non-singular.

Remark 2.1.22. When C is generated by f ∈ k[X1, . . . , Xn], Definition 2.1.21 reduces to C being
non-singular if (

∂f

∂X1
(P ), . . . ,

∂f

∂Xn
(P )

)
̸= (0, . . . , 0).

When C is a projective curve we can identify C with the affine part C ∩An. We then define C to
be non-singular (or smooth) at P if C ∩ An is non-singular (or smooth) at P .

Example 2.1.16 (continuing from p. 38). The affine variety defined by f = −y2 + x3 − 5x2 +

x ∈ k[x, y] is an irreducible affine curve C. Let us now explore properties of the curve C. It
is smooth at a point P = (xP , yP ) with f(xP , yP ) = 0 if and only if the partial derivatives(
∂f
∂y (P ),

∂f
∂x (P )

)
̸= (0, 0). As ∂f

∂y = −2y, it is non-zero at P if and only if yP ̸= 0 and char k ̸= 2. If
y = 0, then consider the curve x(x2−5x+1). The quadratic x2−5x+1 has non-zero discriminant
∆ = 21 ∈ k for char k ̸= 3, 7, so in this case it does not have repeated roots in k and ∂f

∂x (P ) ̸= 0.
In conclusion, C is a non-singular irreducible affine curve for char k coprime to 2, 3, and 7. In this
case, the projective closure of C defined by Y 2Z = X3− 5X2Z +XZ2 ⊂ P2, is an elliptic curve, a
special type of affine curve that we will define in Section 2.2. It has distinguished point (0 : 1 : 0).
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2.1.4 The Picard group

Let C be an irreducible non-singular projective curve defined over k. We now introduce the
Picard group Pic0(C) corresponding to C following Silverman [292, Chapter II], which allows us to
associate a group to any projective curve C. This is important within the context of cryptography
as this group structure is essential to instantiate cryptographic protocols. As an example, consider
an elliptic curve E/k with elliptic curve group E(k) used to construct elliptic-curve cryptography.
The Picard group allows us to generalise this construction to a larger family of curves C. We
revisit this example in Section 2.2.

Definition 2.1.23. We define a divisor D to be a formal sum of points P ∈ C, i.e.,

D =
∑
P∈C

nP (P ),

where nP ∈ Z and there are only finitely many non-zero constants nP . The support of D is defined
to be the set of points P ∈ C such that nP ̸= 0. We define the degree of D as deg(D) =

∑
P∈C nP ∈

Z.

The set of all divisors Div(C) of a curve C, forms a commutative group with identity
∑
P∈C 0(P ),

where the addition is defined pointwise as∑
P∈C

nP (P ) +
∑
P∈C

mP (P ) =
∑
P∈C

(nP +mP )(P ).

The set Div0(C) := {D ∈ Div(C) : deg(D) = 0}, of all divisors of degree 0 forms a subgroup of
Div(C).

Another important type of divisor are those coming from rational functions f on the curve C.
For a rational function f ∈ k(C)×, we can look at the formal sum

div(f) =
∑
P∈C

ordP (f)(P ),

where ordP (f) denotes the order of f at P . We have that ordP (f) = a ∈ Z where

a


< 0, if f has a pole of order − a at P,

= 0, if f is non-zero at P,

> 0, if f has a zero of order a at P.

As f only has a finite number of zeros and poles, only finitely many of the ordP (f) are non-zero,
and div(f) is a divisor. Such divisors are called principal divisors. The set of all principal divisors
is noted Prin(C), which forms a subgroup of Div0(C) as principal divisors have degree 0, see [292,
Proposition II.3.1(b)].

Definition 2.1.24. The Picard group of a curve C is defined as the quotient group

Pic0(C) := Div0(C)/Prin(C),
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namely, Pic0(C) is the group of divisors in Div0(C) up to equivalence, where D1 and D2 are said
to be equivalent if they differ by a principal divisor.

If C is defined over k, then Gal(k/k) acts on Div(C) and Div0(C) by acting on the divisors as

σ(D) =
∑
P∈C

nP (σ(P )),

for σ ∈ Gal(k/k). Then, we say that D is defined over k if σ(D) = D for all σ ∈ Gal(k/k). We let
Pic0k(C) be the subgroup of Pic0(C) fixed by the Galois group Gal(k/k).

Remark 2.1.25. If D = n1(P1) + · · ·nr(Pr) is defined over k, it does not mean that each point
P1, . . . , Pr are defined over k. We demonstrate this through an example. Consider the curve
C : y2 = x6 + 1 of genus 2, defined over F112 = F11(i), where i2 + 1 = 0. Consider the divisor
D = ((i, 0)) + ((−i, 0))− 2(0C) ∈ Div0(C). As each point in the support of D is defined over F112 ,
it suffices to consider the Galois group Gal(F112/F11), rather than Gal(F11/F11). We note that
Gal(F112/F11) is generated by the Frobenius endomorphism π : F112 → F112 mapping x 7→ x11. As

π(D) = (π(i, 0)) + (π(−i, 0))− 2(π(0C)) = ((−i, 0)) + ((i, 0))− 2(0C) = D,

we see that D is defined over F11. However, the points (±i, 0) ∈ C(F112) are not defined over F11.

Example 2.1.16 (continuing from p. 38). Consider the line L : y = ax+ b and the affine curve C
defined by y2 = x3−5x2+x as before. To define divisors, we need to work with the corresponding
projective curve C defined by Y 2Z = X3 − 5X2Z +XZ2 with identity 0C . By Bézout’s theorem
(see [168, §5.3]), a line L intersects C at exactly three points (counting multiplicities). The divisor
div(L) tells us what these points of intersection are. Suppose first that L intersects C at 3 distinct
points P,Q,R ∈ C(k), each with multiplicity 1. Then L also has a pole of order 3 at 0C . Therefore,
we have div(L) = (P ) + (Q) + (R)− 3(0C). If instead L intersects C at P with multiplicity 2, and
at a point R with multiplicity 1, we have div(L) = 2(P ) + (R) − 3(0C). These lines are precisely
those used in the group law ⊕ in Pic0(C), which is given by point addition on an elliptic curve via
the chord-and-tangent rule, as depicted in Figure 2.2 in Section 2.2. Indeed, in the first case we
have R = −(P ⊕Q), and in the second case R = −[2]P .

2.1.4.1 The genus of curves

The genus of a projective curve is an important invariant and arises as a consequence of the
Riemann–Roch theorem. As before, let C be an irreducible non-singular projective curve defined
over k.

Let D =
∑
P∈C nP (P ) ∈ Div(C) be a divisor of C. We say that a divisor is effective if nP ≥ 0

for all P ∈ C. We denote this by D ≥ 0. Then, if D1, D2 ∈ Div(C), we say that D1 ≥ D2 if
D1 −D2 ≥ 0.

Using this notation, we can now describe zeros and poles of a function. For instance, if div(f) ≥
5(P ) for f ∈ k(C)×, then we know that f has a zero of at least order 5 at P . Going further, for a

42



divisor D ∈ Div(C) we define:

L(D) := {f ∈ k(C)× | div(f) ≥ −D} ∪ {0}.

L(D) is a finite dimensional k-vector space [298, Lemma 1.4.6, Proposition 1.4.9]. The Riemann–
Roch theorem gives us a bound on the dimension of this vector space, denoted ℓ(D), for every
divisor D.

Theorem 2.1.26 (Riemann–Roch). Let C/k be an irreducible non-singular curve over k. Then,
there exists an integer g ≥ 0 such that for every divisor D ∈ Div(C) we have

ℓ(D) ≥ deg(D)− g + 1.

If deg(D) > 2g − 2 then we have equality.

We are now ready to introduce the two examples of plane curves of most interest to us: elliptic
curves (curves of genus 1) and hyperelliptic curves of genus 2.

2.2 Elliptic curves

We start with the genus-1 case: elliptic curves. For simplicity, we consider k such that the char-
acteristic char k ̸= 2 or 3. As we focus on cryptographic applications where the characteristic
char k is a cryptographic-sized prime, we lose nothing with this simplification. In this section, we
follow Silverman [292].

To define the group associated to an elliptic curve via the construction of the Picard group
in Section 2.1.4, we must look at genus-1 curves that are non-singular and irreducible. We illustrate
the difference between singular and non-singular genus 1 curves in Figure 2.1, best illustrated by
setting k = R.

This leads us to the following definition.

Definition 2.2.1. An elliptic curve E defined over field k is a non-singular, irreducible projective
curve of genus 1 with a distinguished k-rational point 0E .

We consider two models of elliptic curves, corresponding to different shapes of the defining
equation: short Weierstrass and Montgomery models. Weierstrass curves are the most classical
family of elliptic curves, and every elliptic curve can be put in this form. Due to this, the Weierstrass
model is often considered to be the canonical way to represent an elliptic curve. As char k ̸= 2, 3,
the elliptic curve E defined over k can be put in short Weierstrass form.

Definition 2.2.2 (Short Weierstrass Curve). A short Weierstrass curve E defined over k is defined
by the equation

(2.1) E : Y 2Z = X3 + aXZ2 + bZ3,

with a, b ∈ k such that the discriminant ∆ = −16(4a3 + 27b2) ̸= 0. The distinguished point of E
is 0E = (0: 1 : 0).
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y2 = x3 − 3x+ 3

y2 = x3
y2 = x3 + x2

Figure 2.1: A depiction of singular and non-singular curves defined over R following [292, Figure 3.1-
3.2]. The curve on the left (in blue) y2 = x3 − 3x + 3 is non-singular. The other two curves (in red) are
singular. The curve y2 = x3 is a cusp, as it has one tangent direction at the singular point (0, 0), whereas
y2 = x3 + x2 has two tangent directions at (0, 0) and is called a node.

Montgomery [241] introduced another model of curve that is important in the context of cryp-
tography due to its efficient arithmetic.

Definition 2.2.3 (Montgomery Curve). A Montgomery curve E over k is defined by the equation

(2.2) E : BY 2Z = X(X2 +AXZ + Z2)

with A,B ∈ k such that B ̸= 0 and A2 ̸= 4. The distinguished point of E is given by 0E = (0: 1 : 0).

Recall that we use the map (X,Y, Z) 7→ (x, y) = (X/Z, Y/Z) to obtain the affine model of E.
The equations defining the affine short Weierstrass and Montgomery models are:

E : y2 = x3 + ax+ b and E : By2 = x(x2 +Ax+ 1),

respectively. All points P = (XP : YP : ZP ) ∈ E(k) with P ̸= 0E can be mapped to an affine
point (xP , yP ) := (XP /ZP , YP /ZP ). The point at infinity 0E cannot be represented in these affine
coordinates (as its Z-coordinate is zero).

To associate a group to an elliptic curve E, we turn to the Picard group. In this case, there
exists a bijection of sets Pic0(E) → E [292, Proposition III.3.4]. In fact, Pic0(E) is an abelian
group and this bijection induces a group structure on E. As such, E is an abelian group with
group law given by the addition of points. We often take the identity of the group law to be
0E . Refer to, for example, Frey and Lange [164, p. 13.1.1] for explicit formulæ for the group law
when E is a short Weierstrass curve. This group law has a geometric interpretation given by the
chord-and-tangent rule. We depict this in Figure 2.2 taking k = R for illustrative purposes.

We now give an extended example which will depict properties of elliptic curves and the group
law on a specific Montgomery curve.
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P

Q

−(P ⊕Q)

P ⊕Q
P

[2]P

Figure 2.2: Chord-and-tangent rule for point addition (on the left) and point doubling (on the right) on
elliptic curves. For illustrative purposes, we take k = R.

Example 2.1.16 (continuing from p. 38). Recall E : y2 = x3− 5x2 +x is an elliptic curve defined
over k when char k ̸= 2, 3, 7. In fact, we can now see that it is an elliptic curve in Montgomery
form with distinguished point 0E := (0 : 1 : 0). To the curve E, we can associate a group of
points E(k) with group law given by the addition of points ⊕ and identity 0E . Consider a point
P = (xP : yP : 1) in E(k). The inverse of P under ⊕ is a point P ′ such that P ⊕ P ′ = 0E .
We find that P ′ = (xP : −yP : 1). We denote the inverse of P by −P . We describe addition of
points in affine coordinates. A discussion of how to obtain efficient projective formulæ is given
in Section 2.2.1. For now, we remark that by using projective formulæ for the group law, we can
avoid all field inversions. Let P = (xP , yP ) and Q = (xQ, yQ) ̸= ±P in E(k). Then, R = P ⊕Q is
given by (xR, yR) where

xR := λ2 − (xP + xQ) + 5,

yR := λ(xP − xR)− yP ,

and λ = (yP − yQ)/(xP − xQ). If Q = P , then R = [2]P and

(x[2]P , y[2]P ) :=

(
(x2P − 1)2

2xP (x2P − 5xP + 1)
, yP ·

(x2P − 1)(x4P − 10x3P + 6x2P − 10xP + 1)

8x2P (x
2
P − 5xP + 1)

)
.

Otherwise, Q = −P and R = 0E . In this way, we see that the group law is given by rational
functions. To give a concrete example we consider k = F11. Taking P = (2, 1), Q = (5, 4) in
E(F11) we have λ = 1 and R = (1− (2 + 5) + 5, (5− 2)− 1) = (10, 2). Similarly, [2]P = (5, 4).

The Montgomery form of an elliptic curve is special in the following sense.

Proposition 2.2.4 ([250]). A Weierstrass elliptic curve E : y2 = x3 + ax + b defined over k can
be put in Montgomery form if and only if:
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• The group order #E(k) is divisible by 4,

• x3 + ax+ b has at least one root α ∈ k, and

• 3α2 + a is a quadratic residue in k.

Although not every curve can be put into Montgomery form, it is a popular choice for cryptography
as it is amenable to efficient arithmetic.

2.2.1 x-only arithmetic

Consider a Montgomery elliptic curve EA,B ⊆ P2 defined over k with projective coordinates (X :

Y : Z). The quotient map x : EA,B 7→ EA,B/⟨±1⟩ defined as x(P ) = (XP : 1) if P = (XP : YP : 1),
and x(P ) = (1 : 0) if P = (0 : 1 : 0). As EA,B/⟨±1⟩ is isomorphic to P1 with most points of
the form (XP : 1), we call it the x-line (or the Kummer line). The quotient map destroys the
group law on EA,B , and as such P1 does not inherit the group structure of EA,B . However, we still
recover a pseudo-group law. We can define a pseudo-addition on P1 by

(x(P ),x(Q),x(P ⊖Q)) 7→ x(P ⊕Q),

where we require the knowledge of P ⊖ Q to compute the addition P ⊕ Q. We can also define
pseudo-doubling

x(P ) 7→ x([2]P ),

where no additional information is needed (compared to the standard doubling formulæ). Fur-
thermore, we compute scalar-multiplication x(P ) 7→ x([k]P ), for k ∈ Z using, for example, the
Montgomery ladder [241].

For cryptographic applications, the pseudo-operations on the x-line are sufficient. We remark
that we can construct the x-line associated to any elliptic curve E, including those in Weierstrass
form. However, using elliptic curves in Montgomery form gives us very efficient x-line arithmetic.
We refer to Costello and Smith [106, §3] for more details on x-only arithmetic on Montgomery
curves. Regarding isogeny computation, the explicit formulæ given by Costello and Hisil [102] is
the state-of-the-art for evaluating isogenies (of low degree) on Montgomery curves. It is a variation
of Vélu’s formulæ working entirely on the x-line.

2.2.2 Isomorphism classes of elliptic curves

Rather than considering each individual curve, we study them up to k-isomorphism. Namely, we
study equivalence classes of elliptic curves where E and E′ defined over k are equivalent if and
only if they are isomorphic over k. To obtain a representative for each equivalence class, we define
the j-invariant.

Definition 2.2.5 (j-invariant). Consider the short Weierstrass curve E : Y 2Z = X3+aXZ2+bZ3

with a, b ∈ k. The j-invariant is given by

(2.3) j(E) = 1728
4a3

4a3 + 27b2
.
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When E is a Montogomery curve, i.e., defined as E : BY 2 = X(X2 +AXZ + Z2), we have

(2.4) j(E) =
256(A2 − 3)3

A2 − 4
.

The following proposition tells us that the k-isomorphism class of E is uniquely determined by
the j-invariant, thus giving us a suitable label for the equivalence classes.

Proposition 2.2.6. Two elliptic curves E1, E2 defined over k are isomorphic over k if and only
if j(E1) = j(E2).

Proof. See [292, Proposition III.1.4(b)].

Example 2.2.7. Consider elliptic curves E1 : y
2 = x2 + 16x + 71 and E2 : y

2 = x2 + 7x + 67 in
short Weierstrass form defined over F103. Then j(E1) = j(E2) = 13 and so they are isomorphic
(over F103). Indeed, the isomorphism is given by

ϕ : E1 → E2,

(x, y) 7→ (32x, 23y),

with inverse

ϕ−1 : E2 → E1,

(x, y) 7→ (29x, 9y).

2.2.3 Quadratic twists

Let k be a field of characteristic char k ̸= 2 and let E be an elliptic curve defined over k of the form

E : y2 = x3 + ax2 + bx+ c, a, b, c ∈ k.

Given d ̸= 0 not a square in k, we define the quadratic twist by d of E to be the curve Ed defined
by Ed : dy2 = x3 + ax2 + bx+ c, or equivalently, Ed : y2 = x3 + dax2 + d2bx+ d3c. The curves E
and Ed are not isomorphic over k, but they are isomorphic over k(

√
d) via

ρd : E
∼−→ Ed, (x, y) 7→ (x, y

√
d).

Example 2.2.8. Consider E : y2 = x3 + 60x + 7 defined over F103. The elliptic curve Ed : y2 =

x3 + 68x + 33 is a quadratic twist of E by d = 102. Indeed, E and Ed are not isomorphic over
F103, but they are isomorphic over F1032 = F103(i) where i2 = −1 via the isomomorphism

ϕ : E → Ed, (x, y) 7→ (−x, iy)

For elliptic curves defined over finite fields, the quadratic twist of an elliptic curve E is unique
(up to Fq-isomorphism), as shown by the following proposition. For example, the quadratic twist
Ed of E from Example 2.2.8 above is unique up to F103-isomorphism.
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Proposition 2.2.9. Let E be an elliptic curve defined over Fq, and d, d′ ̸= 0 be non-squares in
Fq. Then Ed is isomorphic over Fq to Ed

′
.

Proof. As d, d′ are quadratic non-residues in Fq, d′d−1 is a quadratic residue, and so there exists
some α ∈ Fq with α2 = d′d−1. Then the map (x, y) 7→ (x, αy) gives an isomorphism from Ed to
Ed

′
over Fq.

By Proposition 2.2.9, for an elliptic curve E defined over Fq, we denote the (unique) quadratic
twist by Et.

2.3 Hyperelliptic curves of genus 2

We now introduce another example of plane curves: hyperelliptic curves of genus 2. A comprehen-
sive overview of hyperelliptic curves in the context of cryptography can be found in [164, §4.4.2.b]
or [170, Chapter 10].

Definition 2.3.1. A non-singular projective curve C defined over k of genus g is called a hyperel-
liptic curve of genus g if its function field k(C) is separable extension of degree 2 over the rational
function field k(x), i.e., [k(C) : k(x)] = 2.

Following Frey and Lange [164], one can use the Riemann–Roch theorem to find an equation
describing an affine part of C. For the purposes of this thesis, it will be sufficient to characterise
hyperelliptic curves of genus g by their affine part.

Theorem 2.3.2. The function field of a hyperelliptic curve of genus g defined over k with char k ̸=
2 is the function field of an affine curve given by an equation

(2.5) C : y2 = f(x),

where f(x) ∈ k[x] with 2g + 1 ≤ deg(f) ≤ 2g + 2.

Proof. See the proof of [164, Theorem 4.122].

If C has a k-rational Weierstrass point, it is given by an affine curve of the form C : y2 = f(x)

as in Equation (2.5) with deg(f) = 2g + 1. The homogenization of any such curve has a single
point at infinity, denoted∞. If deg(f) = 2g+2, then there are two points at infinity∞− and∞+.

The Weierstrass points of C are precisely the points (wi, 0) where wi is one of the (at most
2g+2) distinct roots of f(x). When deg(f) = 2g+1, we also consider the (single) point at infinity
∞ to be a Weierstrass point.

Remark 2.3.3. The definition of a hyperelliptic curve of genus g as a projective curve with affine
part given by Equation (2.5) in Theorem 2.3.2 means that we can view an elliptic curve as a
hyperelliptic curve of genus 1. From this point onwards, we refer to a hyperelliptic curve of genus
g as given by Theorem 2.3.2, therefore encompassing the elliptic curve case.

For cryptographic applications, we often work with a particular model of hyperelliptic curve
that yields more efficient arithmetic.
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Definition 2.3.4. A hyperelliptic curve of genus 2 defined over k is in Rosenhain form if it is
given by

Cλ,µ,ν : y
2 = x(x− 1)(x− λ)(x− µ)(x− ν),

where λ, µ, ν ∈ k.

For a genus-2 hyperelliptic curve C : y2 = f(x), if f(x) has all its roots in k, then C is k-
isomorphic to a curve Cλ,µ,ν in Rosenhain form, with isomorphism given by, for example, mapping
one root to 0, one root to 1, and one root to∞, as described in [249, §2.1]. For a curve in Rosenhain
form, the six Weierstrass points are w1 =∞, w2 = 0, w3 = 1, w4 = λ, w5 = µ and w6 = ν.

Unlike in the elliptic curve case, for general hyperelliptic curves of genus g, the points do not
form a group as Pic0(C) ≇ C. Instead, the abelian group Pic0(C) must be considered as a separate
object. In this case, we identify the Picard group with the Jacobian.

Definition 2.3.5. Let C be a hyperelliptic curve. There exists a (unique) non-singular, irreducible
projective variety JC defined over k such that JC(k′) is isomorphic to Pic0k′(C) for all intermediate
fields k ⊆ k′ ⊆ k [239, §1]. The variety JC , also denoted as Jac(C), is called the Jacobian of C.

Throughout this thesis, we work with both the algebraic properties of the Jacobian and the
geometric properties of the underlying hyperelliptic curve. We remark that if C is of genus g, then
JC has dimension equal to g.

For a hyperelliptic curve C of genus g, each divisor class D ∈ JC has a unique representative
of the form

∑r
i=1(Pi) − r(0C), with r ≤ g, and where Pi ̸= 0C for all i = 1, . . . , r and, writing

Pi = (xi, yi), we have (xi, yi) ̸= (xj ,−yj) for all i ̸= j. We call such a representative a reduced
divisor. Mumford [245] introduced a convenient way to represent reduced divisors as D.

Definition 2.3.6. Let C be a hyperelliptic curve of genus 2 with Jacobian JC . LetD =
∑r
i=1(Pi)−

r(0C) ∈ JC be a reduced divisor with Pi = (xi, yi). We say D is in Mumford representation if
D = (u(x), v(x)) where u(x) is a monic polynomial with deg(u(x)) ≤ 2 satisfying u(xi) = 0, and
v(x) with deg(v(x)) < deg(u(x)) such that v(xi) = yi, for 1 ≤ i ≤ r.

Given two reduced divisors D1, D2 in their Mumford representations, Cantor’s algorithm [64]
allows us to compute the reduced divisor D in Mumford representation such that D is equivalent
to D1 + D2. This allows us to perform addition (and scalar multiplication) of divisor classes in
JC using the Mumford representation. We explore the group law on JC through an example; for
a generic exposition of the group law we refer to Lange [213, Chapter 3].

Example 2.3.7. Let C : y2 = x5+36x4+42x3+47x2+63x+10 be a hyperelliptic curve of genus
2 defined over F67 with point at infinity∞. Let JC be the Jacobian corresponding to C. Consider
the points

P1 = (14, 21), P2 = (4, 41), P3 = (46, 27), and P4 = (5, 9),

lying on C. Let D1 = (P1) + (P2) − 2(∞) and D2 = (P3) + (P4) − 2(∞) be divisors in JC . We
would like to compute D1+D2. For D = (P1)+ (P2)+ (P3)+ (P4)− 4(∞) ∈ JC , there is a unique
reduced divisor D̃ equivalent to D of the form D̃ = (Q1) + (Q2)− 2(∞). Then, D̃ = D1 +D2. We
find it in the following way.
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We first compute the unique cubic function passing through the points P1, P2, P3, P4 to be
f : y = 54x3 + 12x2 + 50x+ 12. The function f intersects C at two more points, namely

P ′
1 = (28, 10) and P ′

2 = (0, 12).

Therefore, we have div(f) = (P1) + (P2) + (P3) + (P4) + (P ′
1) + (P ′

2) − 6(∞) and (P1) + (P2) +

(P3) + (P4)− 4(∞) is equivalent to −(P ′
1)− (P ′

2) + 2(∞). Constructing vertical lines

ℓ1 : x = 28 and ℓ2 : x = 0,

which each intersect C at another point Q1 = (28, 57) and Q2 = (0, 55), respectively. As such,
div(ℓi) = (P ′

i ) + (Qi) − 2(∞) for i = 1, 2. Concluding, we have that −(P ′
1) − (P ′

2) + 2(∞) is
equivalent to

−(P ′
1)− (P ′

2) + 2(∞) + div(ℓ1) + div(ℓ2) = (Q1) + (Q2)− 2(∞) = D̃.

Although not evident by this example, we remark the points Q1, and Q2 need not be defined over
F67, but the divisor D̃ will be. For example, Q1 and Q2 can be Galois conjugates as explained
in Remark 2.1.25.

What about Mumford coordinates? Consider first the divisor D1. Let u1(x) = (x−14)(x−4) =
x2 + 49x+ 56, and v1(x) = 65x+ 49, so that v1(14) = 21 and v1(4) = 41. Therefore, in Mumford
coordinates, D1 given by

D1 = (u1(x), v1(x)) = (x2 + 49x+ 56, 65x+ 49).

Similarly, in Mumford coordinates, D2 is

D2 = (u2(x), v2(x)) = (x2 + 16x+ 29, 56x+ 64).

Using Cantor’s algorithm,1 we compute D̃ = D1 +D2 to be (x(x+ 39), 24x+ 55). We verify that
these are the Mumford coordinates of the divisor (Q1) + (Q2) − 2(∞) where Q1 = (28, 57) and
Q2 = (0, 55).

2.4 Abelian varieties

Abelian varieties have both an algebraic structure (as an abelian group), and a geometric structure
(as a smooth projective curve). In previous examples, we have already seen two examples of
abelian varieties: elliptic curves and Jacobians of hyperelliptic curves of genus g. We begin with
a description of abelian varieties of dimension g, before specialising to dimension 1 and 2. For the
discussion on abelian varieties of dimension g we refer to Mumford [244], Lang [212] and Milne
[237].

Definition 2.4.1. An abelian variety A is a projective algebraic variety A defined over k that is
also an algebraic group, i.e., A has a group law ⊕ : A × A → A such that ⊕ and its inverse ⊖

1Cantor’s algorithm is implemented in MAGMA, for example.
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are morphisms of varieties (as defined in Definition 2.1.19). We denote by 0A the identity of the
abelian variety under this group law.

As shown by Mumford [244, pg. 44], A is an abelian group. We denote by A/k an abelian
variety whose defining equations have coefficients in k, and A(k) denotes the group of points defined
over k in A.

Remark 2.4.2. When clear by context, we often denote the group law morphism ⊕ and its inverse
⊖ simply as + and −, respectively.

Example 2.1.16 (continuing from p. 38). Let E be the projective elliptic curve E : Y 2Z = X3 −
5X2Z +XZ2 with projective coordinates (X : Y : Z) ∈ P2. Letting I = (−Y 2Z −X3 + 5X2Z −
XZ2) be an ideal in k[X,Y, Z], we have that E = V (I). For the elliptic curve E, we saw that the
group law is commutative and given by rational functions at each point on E and with identity
0E = (0 : 1 : 0). In fact, an elliptic curve is an abelian variety of dimension 1.

We only deal with abelian varieties of dimension 1 and 2. Abelian varieties of dimension 1

are precisely elliptic curves. An example of abelian varieties of dimension 2 are Jacobians of
hyperelliptic curves of genus 2. Abelian varieties arising from elliptic curves and hyperelliptic
curves will be the main focus of this thesis.

Remark 2.4.3. In general, we can construct an abelian variety of dimension g by constructing
the Jacobian of any hyperelliptic curve of genus g.

2.4.1 Principally polarised abelian varieties

We briefly discuss principal polarisations and dual abelian varieties. We do not aim for this
discussion to be complete or to give precise definitions, but rather to give some intuition on what
these terms mean within the context of cryptography. We emphasize that for the purposes of this
work, it is sufficient to understand the specific examples of principally polarised abelian varieties
detailed in Sections 2.2 and 2.5.

In Section 2.1.4 we defined the Picard group associated to a curve C. We can also define
divisors on an abelian variety and the Picard group Pic0(A). We define the dual abelian variety
Â to be Pic0(A). Returning to our primary example of an abelian variety, every elliptic curve E
is isomorphic to its dual Ê. However, this fails for higher dimensional abelian varieties, and the
concept of a dual therefore becomes more interesting. For our purposes, however, we would like to
work only with abelian varieties A that are isomorphic to their dual Â. For this reason, we omit
a precise definition of the dual Â; such a definition would require introducing heavy machinery
from algebraic geometry, and it will not be necessary for the purposes of this thesis. For interested
readers, a general definition of the dual abelian variety is given by Milne [237, §9].

Definition 2.4.4. We say that (A, λ) is a principally polarised (p.p.) abelian variety if A is an
abelian variety and λ : A→ Â is an isomorphism.

By working with principally polarised (p.p.) abelian varieties (A, λ), we ensure that A ∼= Â.
In cryptography, we often take for granted that we have equations defining our elliptic curves

in projective space. The existence of coordinates and equations for an elliptic curve E arise from
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the fact that an elliptic curve has a canonical principal polarisation (i.e., a canonical isomorphism
E ∼= Ê). We remark that this is not always the case: some abelian varieties A have no principal
polarisation [183], and others have more than one (so we need to be careful with our choice).
Reassuringly, the abelian varieties constructed from hyperelliptic curves in Section 2.3 also have a
canonical principal polarisation [239, Summary 6.11]. The following example of a polarisation will
also be important.

Example 2.4.5. Consider the (Cartesian) product E1 × E2 of (p.p.) elliptic curves (E1, λ1) and
(E2, λ2) defined over k. Points on E1 × E2 are given as tuples (P1, P2) where P1 ∈ E1(k) and
P2 ∈ E2(k), and

(P1, P2)⊕ (Q1, Q2) := (P1 ⊕Q1, P2 ⊕Q2),

where (P1, P2), (Q1, Q2) ∈ (E1 × E2)(k). The polarisation on E1 × E2 is given by the product
polarisation λ1 × λ2, which gives an isomorphism λ1 × λ2 : E1 × E2

∼−→ Ê1 × Ê2, and is thus a
principal polarisation. We remark, however, that this is not the only polarisation.

When the choice of principal polarisation λ is clear (for example, when there is a canonical
choice), we denote the p.p. abelian variety (A, λ) by A.

2.5 Abelian surfaces

Every abelian variety of dimension 1 is an elliptic curve, and so every dimension-1 abelian variety
has a (canonical) principal polarisation. In dimension 2, we work with p.p. abelian surfaces. Over
an algebraically closed field k, there are only two types of p.p. abelian surfaces (see [256] or [177,
Theorem 3.1]):

1. The Jacobian JC of a hyperelliptic curve C of genus 2; or

2. A product of two elliptic curves E1 × E2 with the product polarisation described in Exam-
ple 2.4.5.

Over a field k, another type of p.p. abelian surface appears: the Weil restriction of an elliptic
curve, but this will not be relevant to the work in this thesis.

2.5.1 Kummer surfaces

Kummer surfaces are the natural analogue of the x-line defined in Section 2.2.1 in dimension
2. As they have more efficient arithmetic than the corresponding Jacobian, they are preferred
for constructive cryptographic applications. In Chapter 9, we use Kummer surfaces to construct
efficient two-dimensional isogenies.

The Kummer surface K of the Jacobian JC of a genus-2 curve C is the quotient JC/{±1}.
The quotient map π : JC → K sends a divisor DP ∈ JC to a point P on the Kummer surface K.
Unlike the x-line which involves working with one coordinate in P1, the Kummer surface is a more
complicated object. Geometrically, it has a quartic model in P3 with sixteen point singularities,
called nodes. This means that K has coordinates (X1 : X2 : X3 : X4) ∈ P3. The nodes are the
images in K of the 2-torsion points of JC , since these are precisely the points fixed by −1.
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While K inherits scalar multiplication from JC , it loses the group law: the points P = π(±DP )

and Q = π(±DQ) on K do not uniquely determine P + Q = π(±DP+Q), unless at least one of
P and Q is the image of a point in JC [2]. However, the operation {P,Q} 7→ {P + Q,P − Q} is
well-defined, so we have a pseudo-addition operation (P,Q, P −Q) 7→ P +Q.

Distinct models of hyperelliptic curves of genus 2 give rise to different Kummer surface models.
This is analogous to what we observe in the dimension-1 case: whereas a general elliptic curve in
(short) Weierstrass form admits x-only arithmetic, this x-only arithmetic is much more efficient
for curves in Montgomery form. Similarly, the general Kummer surface introduced by Cassels and
Flynn [66] can be constructed for any hyperelliptic curve C, yet high-speed cryptography requires
the use of the more efficient Kummer surfaces constructed from curves in Rosenhain form. These
fast Kummer surfaces will be introduced in Chapter 9.

2.5.2 Isomorphism classes of abelian surfaces

As with elliptic curves, we work with abelian surfaces A defined over k up to isomorphism. First
consider the case where JC is the Jacobian of a genus-2 curve C/k. Recall from Definition 2.1.10
that P(1, 2, 3, 5) is weighted projective space with weights 1, 2, 3, 5. We associate to C its Igusa–
Clebsch invariants

(I2(C) : I4(C) : I6(C) : I10(C)) ∈ P(1, 2, 3, 5).

Explicitly, if C is a genus-2 curve given by a Weierstrass equation

C : y2 = (x− a0) · · · (x− a5),

where a0, . . . , a5 ∈ k, we define:

I2(C) :=
∑
15

(01)2(23)2(45)2, I4(C) :=
∑
10

(01)2(12)2(20)2(34)2(45)2(53)2,

I6(C) :=
∑
60

(01)2(12)2(20)2(34)2(45)2(53)2(03)2(14)2(25)2, and

I10(C) :=
∏
i<j

(ai − aj)2,

where, for any permutation σ ∈ S6, we let (ij) denote the difference (aσ(i) − aσ(j)). Here the
sums are taken over all distinct expressions in the ai as σ ranges over S6; the subscripts denote
the number of expressions in each sum. Moreover, the isomorphism class of C over k is uniquely
determined by its Igusa–Clebsch invariants (see [188, 233]).

In the case where E1 ×E2 is the product of elliptic curves E1, E2, the isomorphism class of A
as a p.p. abelian surface is uniquely determined by the set of j-invariants {j(E1), j(E2)}. Here,
we consider the set of invariants, rather than an ordered tuple, as the order of the elliptic curves
does not matter: E1 × E2 is isomorphic to E2 × E1.
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Example 2.5.1. Let F112 = F11(i) where i2 = −1. Consider the hyperelliptic curves

C1 : y
2 = (7i+ 3)x6 + x5 + (2i+ 7)x4 + (5i+ 10)x3 + 3x2 + (3i+ 5)x+ 4i+ 8, and

C2 : y
2 = x5 + x3 + 9x

We can write the equation defining C1 as y2 = (x− a0) · · · (x− a5) where

a0 = 8i+ 2, a1 = 9i+ 8, a2 = 7i+ 10, a3 = i+ 7, a4 = i+ 9, a5 = 2i+ 7.

Then, for example,

I10(C1) =
∏
i<j

(ai − aj)2

= (a0 − a5)2 · (a0 − a5)2 · (a2 − a5)2 · (a3 − a5)2 · (a4 − a5)2·

(a0 − a4)2 · (a1 − a4)2 · (a2 − a4)2 · (a3 − a4)2 · (a0 − a3)2·

(a1 − a3)2 · (a2 − a3)2 · (a0 − a2)2 · (a1 − a2)2 · (a0 − a1)2

= 5.

We can similarly compute I2(C1), I4(C1), I6(C1) using the a0, . . . , a5 ∈ F112 ; we omit it from
this example as the formulæ are very long. We find that the Igusa–Clebsch invariants of C1 are
(4 : 1 : 6 : 5) ∈ P(1, 2, 3, 5)(F112) and of C2 are (5i+ 1 : 2i+ 4 : 2 : 7i+ 3) ∈ P(1, 2, 3, 5)(F112). As
the invariants lie in weighted projective space, we need to normalise them to see if they are equal.
A common choice of normalisation is(

I4(C)

I2(C)2
,
I2(C)I4(C)

I6(C)
,
I4(C)I6(C)

I10(C)

)
∈ A3.

This give us normalised invariants (9, 8, 10) for both C1 and C2, and therefore the corresponding
Jacobians J1 and J2, respectively, are isomorphic over F11.

2.6 Isogenies between abelian varieties

Now that we have introduced our objects of interest, we are ready to discuss morphisms between
them. As the group structure of abelian varieties is crucial for all cryptographic applications, we
restrict to maps that preserve this group structure.

Definition 2.6.1 (Isogeny of abelian varieties). Let A1 and A2 be abelian varieties defined over k.
A morphism φ : A1 → A2 (of abelian varieties) is an isogeny of abelian varieties if it is surjective
on k-points and its kernel has finitely many points over k. We say A1 and A2 are isogenous is
there exists an isogeny φ : A1 → A2.

As an isogeny is a morphism, it is given by rational functions. We say the isogeny φ : A1 → A2

is defined over k if it can be defined as a rational function whose coefficients lie in k.

Remark 2.6.2. The finite kernel ensures that A1 and A2 are of the same dimension g.
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An isogeny of abelian varieties φ : A1 → A2 is a morphism of abelian varieties, and therefore
commutes with the group law morphism ⊕: φ(P ⊕ Q) = φ(P ) ⊕ φ(Q) for all P,Q ∈ A1(k). As
such, φ is a group homomorphism between the groups A1(k) and A2(k), for any field k over which
φ is defined. As φ is a group homomorphism, we have

φ(0A1) = φ(P ⊕−P ) = φ(P )⊕ φ(−P ) = φ(P )⊕−φ(P ) = 0A2 .

In practice, this means we can easily recover the identity on the image from the image of 0A1
.

Remark 2.6.3. Consider the morphism of curves φ : C1 → C2. Then, φ is either constant or
surjective (see, for example, [292, Theorem 2.3]). Therefore, if φ : E1 → E2 is an isogeny of elliptic
curves, the surjectivity of φ implies that it is non-constant. This means we exclude uninteresting
morphisms such as the zero map.

Isogenies are said to be either separable or inseparable. We give the definition of these terms
below for completeness, but we highlight that we are (mostly) only interested in the former type.

Definition 2.6.4. Let φ : A → A′ be an isogeny of abelian varieties. Then, φ induces an
embedding φ∗ : f 7→ f ◦ φ of the function field k(A′) in k(A). We say φ is separable, inseparable,
or purely inseparable if the finite field extension k(A)/φ∗(k(A′)) has the corresponding property.

This field extension also gives us information about the degree of our isogeny. The degree will
be an important property of our isogenies as it indicates the cost of computing it.

Definition 2.6.5. The degree of φ is the degree of the extension k(A)/φ∗(k(A′)). We denote the
degree of φ by deg(φ).

Remark 2.6.6. Let us briefly consider a field k with char k = p > 0. As a finite extension of fields
in characteristic p > 0 is separable whenever its degree is not divisible by p, we see that an isogeny
defined over k is always separable if its degree is not divisible by char k.

The composition of isogenies is as we expect: composing two isogenies φ : A → A′ and ψ :

A′ → A
′′

will give the isogeny ψ ◦ φ : A→ A
′′
. Then, we have that deg(ψ ◦ φ) = deg(ψ) · deg(φ);

the degree of isogenies is multiplicative.
Every isogeny can be factorised as φ = φS ◦ φI where φI : A → B is an inseparable isogeny

and φS : B → A′ is a separable isogeny [146, Corollary V.5.8]. Furthermore, this isogeny is unique
up to isomomorphism in the sense that, if φ = φ′

S ◦ φ′
I is another factorisation then there is an

isomorphism α : B
∼−→ B such that φ′

S = φS ◦ α and φ′
I = α ◦ φI .

Consider the kernel of φ : A1 → A2 on k-points, namely ker(φ) ⊆ A1(k). In general, we have
degs(φ) = #ker(φ), where degs(φ) is the degree of the separable part of the isogeny φ (see, for
example, [244, pg. 63]). In particular, when φ is separable, the degree of the isogeny is given
precisely by the size of this kernel: deg(φ) = #ker(φ). From this we can see that the finite
subgroup ker(φ) ⊆ A(k) carries a lot of information about the isogeny when it is separable. In
fact, we have a correspondence between finite subgroups of the abelian variety A and isogenies
with domain A.

Theorem 2.6.7. Let A/k be an abelian variety. Then there is a one-to-one correspondence be-
tween:
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• Finite subgroups G ⊆ A(k),

• Separable k-isogenies φ : A→ A′, where two isogenies φ1 : A→ A1, φ2 : A→ A2 are consid-
ered equal if there is an isomorphism ι : A1 → A2 such that φ2 = ι◦φ1, which has G = ker(φ)

and A′ = A/G.

Proof. A proof can be found in [244, pg. 72, Theorem 4] for abelian varieties of arbitrary dimension
g. For the case g = 1, a more down-to-earth proof is given by combining [292, Proposition III.4.12]
and [292, Exercise III.3.13].

This theorem is crucial for cryptographic applications; it tells us that separable isogenies are
completely determined by their kernels. Therefore, rather than representing our isogeny as a
rational function, we can instead store a description of a finite group, which is often much more
compact.

For many applications, we need to compute separable isogenies of large, composite degrees.
Computing these isogenies directly is computationally expensive. The following theorem shows
that we can instead factor an isogeny φ of degree degφ =

∏k
i=1 ℓi into a composition of isogenies

φ = φk ◦ · · · ◦ φ1, where deg(φi) = ℓi. In this sense, the degree of an isogeny is multiplicative.

Theorem 2.6.8. Let A1, A2, A3 be abelian varieties of dimension g over k and φ : A1 → A2,
φ′ : A1 → A3 be separable isogenies over k. Suppose that ker(φ) ⊆ ker(φ′). Then, there is a unique
isogeny ψ : A2 → A3 defined over k such that φ′ = ψ ◦ φ.

Proof. A proof can be found in [244, pg. 111, Theorem 1(A)] for general dimension g. For g = 1,
a simpler proof is given by Silverman [292, Corollary III.4.11].

By Theorem 2.6.8, if we have an isogeny φ of smooth degree, i.e., the prime factors of deg(φ)
are small, then we can efficiently compute φ by decomposing it into its prime degree parts.

Unless stated otherwise, we will assume our isogenies are separable from this point onwards.

2.6.1 Torsion Points

For N ∈ Z, let [N ]A be the multiplication-by-N morphism on A, defined as follows. For N > 0,
we have

[N ]A : A→ A,

P 7→ P + · · ·+ P︸ ︷︷ ︸
N

.

If N < 0 we set [N ](P ) = [−N ](−P ), otherwise if N = 0, we define [0]P = 0A. We define the
order of a point P ∈ A to be the least positive integer k such that [k]P = 0A.

Definition 2.6.9. We define the N -torsion subgroup of A(k), denoted A(k)[N ] or simply A[N ]

if the field of definition is clear, to be the kernel of [N ]A on k-points. Equivalently, for every
P ∈ A[N ] we have [N ]P = 0A, so P has order dividing N .
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The morphism [N ]A is an isogeny of degree N2g, and it is a separable isogeny if and only if that
characteristic char k does not divide N [244, pg. 63]. In this case, #ker[N ]A = #A(k)[N ] = N2g.
In fact, the structure of the N -torsion point group is:

(2.6) A(k)[N ] ∼= (Z/NZ)2g.

See, for example, Mumford [244, pg. 64].

Example 2.6.10. Let E be an elliptic curve defined over k with prime characteristic char k = p.
Suppose N ∈ N is not divisible by p. By Remark 2.6.6, the multiplication-by-N map [N ]E : E → E

is separable of degree N2. Therefore, as E(k)[N ] contains exactly the points P ∈ E(k) such that
[N ]EP = 0E , we have #E(k)[N ] = #ker([N ]E) = N2. Similarly, for every integer d dividing N ,
we have #E(k)[d] = d2. As E(k)[N ] is a finite abelian group, it can be written as the product of
cyclic groups, and so E(k)[N ] ∼= (Z/NZ)2.

2.7 Pairings

We take a short detour from our discussion on isogenies of abelian varieties to introduce pairings.
Pairings were first used in cryptography as a cryptanalytic tool in elliptic curve cryptography to
reduce the complexity of the discrete logarithm problem on some weak curves [165, 229]. The use
of pairings to build cryptosystems was introduced, most notably, by Joux [196], who constructed a
one round protocol for tripartite Diffie–Hellman protocol. Following this, there was an explosion of
research constructing new primitives with pairings, such as, identity-based encryption [40], short
signatures [42], group signatures [38, 43], and commitment schemes [198]. More recently, pairings
have found a new application in accelerating isogeny-based cryptoschemes (for example, [265]).
The purpose of this section is to define cryptographic pairings with the lens of isogeny-based
cryptography. In particular, we do not go into detail on how the pairing maps are computed, but
rather focus on their most useful properties. General references for this section are [144, 171, 292].
A brilliant introduction to pairings for beginners is given by Costello [101].

A pairing is a special type of bilinear map on a (additive) abelian group G1 taking values in
some other (multiplicative) abelian group GT :

(·, ·) : G1 ×G1 → GT .

The bilinearity property means that, for P,Q,R ∈ G1 we have

(P +Q,R) = (P,R) · (Q,R), and (P,Q+R) = (P,Q) · (P,R).

This bilinearity property of pairings is what makes it so useful for cryptography. Indeed, the
group structure of G1 gives us a way to add points P,Q ∈ G1 using the group law, whereas the
bilinearity of the pairing map allows us to perform multiplication in the group GT . Being able to
exploit both this addition and multiplication has proven invaluable for the construction of many
advanced cryptosystems.
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Remark 2.7.1. We use this notation for elements of the group G1 as eventually this will be a
subgroup of A(k), where A is a p.p. abelian variety defined over k.

To encompass a wider range of useful pairings, we relax the condition that the two arguments in
the bilinear map come from the same group G1, and arrive at the following definition of a pairing.

Definition 2.7.2. Let G1 and GT be groups of prime order N , and let G2 be a group where
each element has order dividing N .2 We write G1, G2 as additive groups with identity 0G1 , 0G2

(respectively), and GT as a multiplicative group with identity 1GT
. A cryptographic pairing e is

an efficiently computable function
e : G1 ×G2 → GT ,

satisfying the following properties:

1. Non-degeneracy: e(P1, P2) = 1GT
for all P2 ∈ G2 if and only if P1 = 0G1 , and similarly

e(P1, P2) = 1GT
for all P1 ∈ G1 if and only if P2 = 0G2 .

2. Bilinearity: For all P1, Q1 ∈ G1 and P2, Q2 ∈ G2, we have e(P1+Q1, P2) = e(P1, P2)e(Q1, P2)

and e(P1, P2 +Q2) = e(P1, P2)e(P1, Q2).

Remark 2.7.3. When G1 and G2 are cyclic, the bilinearity condition collapses to: for all P1 ∈ G1

and P2 ∈ G2, we have e(aP1, bP2) = e(P1, P2)
ab for any a, b ∈ Z.

Remark 2.7.4. The property in Definition 2.7.2 that makes the pairing cryptographic is the fact
that it is efficiently computable. Otherwise, it would not be useful for practical applications.

We introduce the two main instantiations of pairings for use in cryptography: the Weil and
the Tate pairing. The first applications in cryptography used the Weil pairing. However, the Tate
pairing and its variants are more commonly used today as they have proven to be more efficient.
We detail their construction in detail for Jacobians of hyperelliptic curves of genus g, and defer to
other literature for their instantiation when working with an abelian variety.

2.7.1 The Weil pairing

Following Milne [237, §16], we define the N -Weil pairing for any abelian variety. Let µN be
(multiplicative) group of the N -th roots of unity. For abelian varieties defined over k and N ≥ 2

coprime to char k, we have a non-degenerate bilinear map

A(k)[N ]× Â(k)[N ]→ µN .

When (A, λ) is principally polarised, the isomorphism λ : A
∼−→ Â induces the N -Weil pairing

eN : A(k)[N ]×A(k)[N ]→ µN .

We detail the construction of the N -Weil pairing in the case where A is the Jacobian JC of a
hyperelliptic curve C of genus g. For a divisor class P ∈ JC(k)[N ] of order N , we fix a divisor DP

2G2 need not be cyclic.
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which represents this class. Let fN,P ∈ k(C) be a function with divisor div(fN,P ) = NDP . The
evaluation of fN,P at a divisor D =

∑
Q∈C nQ(Q) is given by

fN,P (D) :=
∏
Q∈C

fN,P (Q)nQ .

The N -Weil pairing
eN : JC(k)[N ]× JC(k)[N ]→ µN

is given by eN (P,Q) := fN,P (DQ)/fN,Q(DP ), when DQ has disjoint support to DP .

Remark 2.7.5. When g = 1, we obtain a pairing E(k)[N ]×E(k)[N ]→ µN . In this case, we can
take DP = (P )− (0E) for P ∈ E(k)[N ]. The functions fN,P are called Miller functions and can be
computed using Miller’s algorithm [235] in O(log(N)). An extended discussion on how to compute
these functions for g ≥ 1 can be found in [172].

2.7.2 The Tate pairing

Tate defined a pairing for arbitrary abelian varieties (defined over local fields). An overview of
Tate’s definition can be found in [144]. Lichtenbaum [219] then showed how this pairing can
be computed efficiently for the Jacobian of hyperelliptic curves. Frey and Rück [166] focused
on the case of elliptic curves defined over finite fields, framing this pairing within the context
of cryptography. Due to its history, the Tate pairing we present here is also referred to in the
literature as the Tate–Lichtenbaum pairing or the Frey–Rück pairing. For our description of the
Tate pairing, we restrict to a finite field k = Fq of characteristic p.

Let C be a hyperelliptic curve of genus g defined over Fq with Jacobian JC . Let N ̸= p be a
prime dividing #JC(Fq). Let P,Q ∈ JC(Fqk) be such that DP and DQ have disjoint support. Let
k > 1 be the embedding degree, defined to be the smallest positive integer such that N | qk − 1,
i.e., the smallest positive integer such that µN ⊂ Fpk . The Tate pairing

TN : JC(Fqk)[N ]× JC(Fqk)/[N ]JC(Fqk)→ F×
qk
/(F×

qk
)N

is defined as TN (P,Q + [N ]JC(Fqk)) := fN,P (DQ)(F×
qk
)N . Frey and Rück [166] showed that the

Tate pairing can be computed in O(log(N)) operations in Fqk .
The output of the Tate pairing lies in an equivalence class. If this pairing is to be useful in

practice, different parties must be able to compute the same exact value, rather than the same
value under the above notion of equivalence. Therefore, we now adapt the Tate pairing so that its
output produces unique values.

When JC(Fqk) does not contain any point of order N2, the Tate pairing can be given by a map

JC(Fqk)[N ]× JC(Fqk)[N ]→ F×
qk
/(F×

qk
)N .

Furthermore, we observe that F×
qk
/(F×

qk
)N is isomorphic to the subgroup of N -th roots of unity

µN ⊆ F×
qk

via the map a(F×
qk
)N 7→ a(q

k−1)/N . Using these two observations, we define a new pairing

59



induced by the Tate pairing, called the reduced Tate pairing :

tN : JC(Fqk)[N ]× JC(Fqk)[N ]→ µN ⊆ F×
qk
,

(P,Q) 7→ TN (P,Q)(q
k−1)/N = fN,P (DQ)

(qk−1)/N .

2.8 Isogenies of principally polarised abelian varieties

As we work exclusively with principally polarised abelian varieties, we want to restrict to isogenies
that respect this polarisation. We make this more precise in the following definition.

Definition 2.8.1. Let (A, λ) and (A′, λ′) be p.p. abelian varieties. An isogeny φ : A→ A′ is said
to be and isogeny of principally polarised abelian varieties if there exists an integer m ≥ 1 such
that φ̂ ◦ λ′ ◦ φ = [m]λ. We also call such an isogeny a polarised isogeny.

Using the Weil pairing, we define maximal isotropic subgroups, which will correspond to kernels
of isogenies of p.p. abelian varieties [237, Proposition 16.8].

Definition 2.8.2. Let A be an abelian variety defined over k. We say that a subgroupG ⊆ A(k)[N ]

is isotropic (with respect to the N -Weil pairing) if eN (P,Q) = 1 for all P,Q ∈ G. We say G is
maximal isotropic if moreover there is no isotropic subgroup G′ with G ⊊ G′ ⊆ A(k)[N ].

As we can factor an isogeny φ into its prime degree components (see Theorem 2.6.8), we restrict
to prime N ∈ N. Every maximal isotropic subgroup G ⊂ A(k)[N ] is of the form G ∼= (Z/NZ)g, and
is therefore generated by g points P1, . . . , Pg such that eN (Pi, Pj) = 1 for all i, j = 1, . . . , g [159,
Proposition 2].

Let A1 be a p.p. abelian variety defined over k and let G ⊂ A1(k)[N ] be a maximal isotropic
subgroup. By Theorem 2.6.7, the subgroup G = ⟨P1, . . . , Pg⟩ corresponds to an isogeny φ : A1 →
A2 := A1/G with kernel G. As the kernel of φ is maximal isotropic subgroup, φ is an isogeny of
p.p. abelian varieties. In fact, every isogeny of p.p. abelian varieties arises from such a maximal
isotropic subgroup.

Proposition 2.8.3. Let (A, λ) be a principally polarised abelian variety of dimension g defined over
k. Let G be a finite, proper subgroup of A(k). There exists a p.p. abelian variety A′ of dimension-g
defined over k, and an isogeny φ : A → A′ (of degree coprime to char k) with ker(φ) = G, if and
only if G ⊆ A(k)[N ] is a maximal isotropic subgroup for some N ∈ N.

Proof. We follow Flynn and Ti [159, Proposition 1]. By Theorem 2.6.7, φ : A → A/G is an
isogeny of abelian varieties, so it suffices to consider the polarisation. Letting ψ = [degφ] ◦ λ be a
polarisation on A so that kerφ ⊆ kerψ, we can construct a polarisation λ′ on A/G following Milne
[237, Proposition 16.8, Remark 16.9], where deg(λ′) = 1. Thus, (A/G, λ′) is a principally polarised
abelian variety. Conversely, suppose φ : A → A′ is an isogeny of p.p. abelian varieties. By [237,
Proposition 16.8], ker(φ) is a maximal isotropic subgroup of A(k)[N ] for some N coprime to
char k.

Example 2.8.4. Let F1312 = F101(i) where i2 = −1. Consider the hyperelliptic curve

C1 : y2 = x(x− 1)(x− (49i+ 104))(x− 91)(x− (45i+ 52))
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of genus 2 (in Rosenhain form) defined over F1312 with corresponding Jacobian J1. Let

DP =
(
x2 + 83x+ 77i+ 20, (6i+ 73)x+ 35i+ 126

)
, and

DQ =
(
x2 + (6i+ 73)x+ 31i+ 62, 83x+ 64i+ 72

)
,

be divisors in J1 in Mumford coordinates. We have that DP and DQ ∈ J1(F1312)[3] with
e3(DP , DQ) = 1. Therefore, the subgroup G = ⟨DP , DQ⟩ ⊂ J1(F1012)[3] is maximal isotropic
(with respect to the 3-Weil pairing). It generates the isogeny φ : J1 → J2 where J2 is the Jacobian
of the genus-2 hyperelliptic curve

C2 : x(x− 1)(x− (89i+ 24))(x− (119i+ 130))(x− (130i+ 41)).

As we are working with p.p. abelian varieties, this type of isogeny will naturally be of most
interest to us, and so we give it a special name that highlights the structure of the kernel.

Definition 2.8.5. Let A be a p.p. abelian variety of dimension g defined over k. We call the
(separable) isogeny φ : A → A/G, where G ⊂ A(k)[N ] is a maximal isotropic subgroup, an
(N, . . . , N)-isogeny, and we say that G is an (N, . . . , N)-subgroup.

Proposition 2.8.6. Let φ : A1 → A2 be an (N, . . . , N)-isogeny between p.p. abelian varieties
A1, A2 defined over k. There exists a unique dual isogeny (up to isomorphism), denoted φ̂ : A2 →
A1, such that

φ̂ ◦ φ = [deg(φ)]A1 , and φ ◦ φ̂ = [deg(φ)]A2 .

Proof. We show this for g = 1 following Silverman [292, III.6.1(a)]. For g > 1, see Mumford
[244, Theorem 1, pg. 143]. Let φ : A1 → A2 be an N -isogeny between p.p. abelian varieties
A1, A2 of dimension 1. Since ker(φ) = Z/NZ, we have that ker(φ) ⊂ A1(k)[N ] = ker([N ]).
By Theorem 2.6.8, there is an isogeny ψ with [N ]A1 = ψ ◦ φ. To show uniqueness, suppose that
ψ′ : A2 → A1 is another such isogeny. Then

(ψ − ψ′) ◦ φ = [N ]A1
− [N ]A1

= [0].

As φ is non-constant, ψ − ψ′ must be constant and so ψ = ψ′. We denote the isogeny ψ by φ̂ and
call it the dual isogeny. Finally, we have

(φ ◦ φ̂) ◦ φ = φ ◦ [N ]E1
= [N ]E2

◦ φ,

and so φ ◦ φ̂ = [N ]E2 , as φ is non-constant.

Remark 2.8.7. It can also be shown that when φ : E1 → E2 is an inseparable isogeny between
elliptic curves E1, E2, there exists a unique dual isogeny φ̂. See, for example, [292, Theorem
III.6.1(a)].

2.8.1 Isogenies between elliptic curves

Let E be an elliptic curve defined over k. Fix a positive integer N not divisible by char k. We
specialise the discussion in Section 2.8 to dimension g = 1 in order to define N -isogenies. The
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kernel of such an isogeny is an N -subgroup, namely a cyclic subgroup of E(k) generated by a point
P ∈ E(k)[N ]. In this way, N -isogenies are examples of cyclic isogenies.

Remark 2.8.8. Every point P ∈ E[N ] gives a (not necessarily distinct) isotropic subgroup of E[N ]

as every point Q ∈ ⟨P ⟩ is of the form [k]P for some 1 ≤ k ≤ N and eN (P, [k]P ) = eN (P, P )k = 1

by the alternating property of the N -Weil pairing [292, Proposition III.8.1(b)].

For an N -subgroup G = ⟨P ⟩ where P ∈ E[N ], there is an isogeny φ : E −→ E/G with kernel
G and image unique up to isomorphism. On input of the point P , computing the N -isogeny with
kernel G has complexity O(N) using Vélu’s formulas [314]. For large N , it is preferable to compute
φ using

√
élu formulas [27] with an asymptotic complexity of Õ(

√
N). Using these algorithms, the

isogeny will be defined over the same field k as P ∈ E(k)[N ]. A discussion on how to compute
isogenies when P is defined over an extension field k′/k but the subgroup ⟨P ⟩ ⊆ E(k)[N ] is given
in Chapter 11.

We have shown that, given a point P ∈ E[N ], we can compute the isogenies corresponding to
the kernel ⟨P ⟩. However, it is natural to question how many distinct isogenies of degree N have
domain E. This corresponds to the number of distinct cyclic subgroups of E[N ] ∼= Z/NZ×Z/NZ
(see Section 2.6.1), and thus grows linearly with the degree. More explicitly, if N =

∏n
i=1 ℓ

ei
i , there

are DN,1 N -subgroups where

(2.7) DN,1 :=

n∏
i=1

(ℓi + 1)ℓei−1
i .

For prime N , the number of outgoing N -isogenies from E is N + 1.

Example 2.8.9. Consider the elliptic curve Eα : y2 = x(x − α)(x − 1/α) in Montgomery form
defined over F312 where α = 11i + 16. The point (α, 0) ∈ Eα(F312) has order 2, and therefore
generates the kernel of a 2-isogeny φ : Eα → Eα′ where Eα′ : y2 = x(x − α′)(x − 1/α′) has α′ =

14i+ 2.

2.8.1.1 Modular Polynomials

The classical modular polynomial ΦN (X,Y ) ∈ Z[X,Y ] of level N parameterises pairs of elliptic
curves with cyclic N -isogeny in terms of their j-invariants. More precisely, ΦN is the unique (up to
scaling) bivariate polynomial such that ΦN (j1, j2) = 0 if and only if j1 and j2 are the j-invariants
of N -isogenous elliptic curves. Sutherland’s database [301] contains ΦN (X,Y ) for all N ≤ 300 and
for all primes N ≤ 1000, computed using techniques from various joint works of theirs [59, 302].

The polynomial ΦN is symmetric in X and Y , i.e., ΦN (X,Y ) = ΦN (Y,X). If j(E) ̸= 0, 1728

(more details on these exceptions in Section 4.2), there are exactly DN,1 N -isogenies emanating
from E, where DN,1 is as defined in Equation (2.7). Therefore, ΦN (X, j(E)) must be of degree
DN,1 in X so that there are DN,1 roots corresponding to the elliptic curves isogenous to E. By
symmetry, the degree of ΦN (X,Y ) in Y must also be DN,1.

The difficulty in computing ΦN (X,Y ) is in the size of its coefficients, rather than the number
of them. As discussed by Sutherland [302], storing ΦN (X,Y ) requires O(N3 logN) bits, which
corresponds to several gigabytes for N ≈ 1000 and many terabytes for N ≈ 104. Fortunately, the
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modular polynomials already contained in Sutherland’s database are more than sufficient for the
purposes of this thesis. In Chapter 8, we use modular polynomials in the context of cryptanalysis
of the supersingular isogeny problem over a fixed finite field Fp2 , meaning we can reduce all the
large coefficients modulo p as a precomputation. Indeed, ΦN (X,Y ) ∈ Z[X,Y ] can be preprocessed
into

ΦN,p(X,Y ) ∈ Fp[X,Y ],

where we note the additional subscript, defined by reducing all coefficients of ΦN (X,Y ) modulo
p. By the symmetry of ΦN (X,Y ), this means we must store around D2

N,1/2 coefficients in Fp,
requiring only O(N2 log p) bits.

Example 2.8.9 (continuing from p. 62). The classical modular polynomial of level 2 modulo 31

is given by

Φ2,31(X,Y ) = X3 + 30X2Y 2 + 6X2 + 5XY + 12X + Y 3 + 6Y 2 + 12Y + 8.

As expected, it is of degree 3 in X and Y . Let Eα be as before with j(Eα) = 8i+ 17. We have

Φ2(X, j(Eα)) = X3 + (7i+ 29)X2 + (9i+ 4)X + (30i+ 18),

which has roots j1 = 19, j2 = 8i+27 and j2 = 16i+18 in F1032 . These j-invariants correspond to
the three 2-isogenous neighbours of Eα. For example, with Eα′ as before we have j(Eα′) = 16i+18.

2.8.1.2 The endomorphism ring

An important object, particularly in the context of isogeny-based cryptography, is the endomor-
phism ring of an elliptic curve.

Definition 2.8.10 (Endomorphism). An isogeny φ : E → E is called an endomorphism.

The set of endomorphisms of E together with the zero map [0]E form a ring End(E) under
the operations of pointwise addition and composition. The invertible elements of End(E) form
the automorphism group of E, which is denoted by Aut(E). In this way, an automorphism is an
isomorphism φ : E → E.

Example 2.8.11. The multiplication-by-N morphism [N ]E on E, for N ∈ Z, is an example of an
endomorphism. Therefore, we have that Z ⊆ End(E). In fact, it forms a subring of End(E).

In Section 3.1, we look closer at endomorphism rings and show their connection with quaternion
algebras.

Example 2.8.12. Another important example of an endomorphism arises when we consider an
elliptic curve defined over a finite field Fq of characteristic p. The q-power Frobenius endomorphism
π on an elliptic curve E ⊆ P2 is defined as

π : E → E, (X : Y : Z) 7→ (Xq : Y q : Zq).

For an elliptic curve E defined over Fq we have Z[π] ⊆ End(E).
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2.8.2 Isogenies between abelian surfaces

We look now at p.p. abelian surfaces defined over k and the (N,N)-isogenies between them. As
before, we fix N ∈ N coprime to char k.

The (N,N)-subgroups of A1[N ] are generated by two points P,Q ∈ A1[N ] with eN (P,Q) = 1.
For every (N,N)-subgroup G ⊂ A1[N ] there is an isogeny φ : A1 −→ A2 := A1/G, with kernel
G = ⟨P,Q⟩ and image unique up to isomorphism (as a polarised abelian variety). The number
of (N,N)-subgroups DN,2 is given by Castryck and Decru [69] (see also Costello and Smith [107,
Lemma 2] and Flynn and Ti [159, Proposition 3(2)] when N is a prime not equal to char k,
respectively prime power):

(2.8) DN,2 := N3
∏

primes
ℓ|N

1

ℓ3
(ℓ+ 1)(ℓ2 + 1).

When N is prime DN,2 = (N2 +1)(N +1), and the number of isogenies emanating from A1 grows
as O(N3).

Example 2.8.13. Let F832 = F83(i) where i2 = −1. Consider the following genus-2 hyperelliptic
curve:

C1 : y2 = (13i+36)x6+(4i+7)x5+(75i+44)x4+(69i+18)x3+(31i+60)x2+(5i+18)x+62i+74,

with corresponding Jacobian J1. There exists a (2, 2)-isogeny φ : J1 → J2 where J2 is the Jacobian
of hyperelliptic curve

C2 : y
2 = (38i+10)x6+(76i+32)x5+(61i+53)x4+(74i+66)x3+(39i+24)x2+(69i+18)x+60i+1.

There exists another (2, 2)-isogeny from J1, namely ψ : J1 → E1 × E2 where

E1 : y
2 = x3 + (73i+ 45)x2 + (34i+ 79)x+ (69i+ 77), and

E2 : y
2 = x3 + (27i+ 59)x2 + (38i+ 34)x+ (66i+ 47)

are elliptic curves.

The example above highlights that there are different types of (N,N)-isogenies. In fact, we can
consider three types of (N,N)-isogenies depending on whether A1 or A2 are Jacobians or products
of elliptic curves:

1. An (N,N)-isogeny between Jacobians: φ : J1 → J2;

2. A splitting (N,N)-isogeny: φ : J1 → E1 × E2;

3. A gluing (N,N)-isogeny: φ : E1 × E2 → J2.

We will primarily be considering the first two types of isogenies. Developing a method to
efficiently detect whether a Jacobian is (N,N)-isogenous to a product of elliptic curves will be a
large focus of Chapter 8.
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2.9 Elliptic curves over finite fields

Up until now, we have looked at abelian varieties defined over a perfect field k. In cryptography,
however, we usually work with finite fields Fq with prime characteristic p. This section is dedicated
to exploring special properties of elliptic curves over finite fields that we will use.

Given two elliptic curves E1 and E2 defined over Fq, the first question one may ask is:

Are these elliptic curves isogenous?

A landmark result by Tate [306] gives us a way to answer this question.

Theorem 2.9.1 (Tate’s Isogeny Theorem). Elliptic curves E1 and E2 defined over Fq are isogenous
over Fq if and only if #E1(Fq) = #E2(Fq).

Therefore, to answer this question we need to find the order of the elliptic curve group E(Fq).
For an elliptic curve E/Fq, the group E(Fq) is finite, and Hasse’s theorem gives us a bound on the
size of E(Fq).

Theorem 2.9.2 (Hasse’s Theorem). Let E be an elliptic curve defined over finite field Fq with
characteristic p. We have that

(2.9) | #E(Fq)− q − 1 | ≤ 2
√
q.

Proof. This is [292, Theorem 1.1]. We give the proof here for completeness. For P ∈ E(Fp), we
have that P ∈ E(Fq) if and only if πq(P ) = P , where πq is the q-power Frobenius morphism on
E. Therefore, E(Fq) = ker(1− πq). As 1− πq is separable (see [292, Corollary 5.5]), we have that
#E(Fq) = deg(1− πq). Using a variant of the Cauchy–Schwarz inequality (see [292, Lemma 1.2])
and the fact that deg πq = q, we get the statement of the theorem.

Remark 2.9.3. Let E/Fq be an elliptic curve. The quantity a = q + 1 − #E(Fq) is called the
trace of Frobenius.3

We now have efficient point counting algorithms for elliptic curves over finite fields, such as the
SEA algorithm [278], making the decisional question of whether two elliptic curves are isogenous
easy in this case.

Remark 2.9.4. Suppose φ : E1 → E2 is a Fq-rational (separable) isogeny of degree N > 1, i.e.,
#ker(φ) = N . A common point of confusion is how E1/Fq and E2/Fq can have the same number
of Fq-points, as guaranteed by Tate’s theorem. Indeed, if all points in ker(φ) are Fq-rational, there
are #E1(Fq) − N elements in E1(Fq) that are mapped to non-zero points in E2(Fq). As N > 1,
this seems to suggest that #E2(Fq) < #E1(Fq). However, this is resolved by the fact that points
in higher extension fields, i.e., points in E(Fqk) for k > 1, map to E2(Fq) under φ. The same thing
happens in the reverse direction when mapping points from E2 to E1 via the dual isogeny.

3Indeed, it is equal to the trace of the q-power Frobenius map considered as a linear transformation of the ℓ-adic
Tate module of E [292, Remark V.2.6].
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The proof of this Tate’s theorem is not constructive. Given the existence of an isogeny φ :

E1 → E2, we need extra information to compute φ. Theorem 2.6.7 tells us that it is sufficient to
know the kernel of φ. Explicitly constructing such an isogeny (without the extra information) is
conjectured to be hard, as we will discuss in more detail in Section 4.3.

There are two distinct types of elliptic curve over Fq: supersingular and ordinary. This dis-
tinction is important for this thesis: in Section 4.1 we will argue that supersingular elliptic curves
(and their higher-dimensional analogue) are the correct choice within the context of isogeny-based
cryptography.

Definition 2.9.5. Let E be an elliptic curve defined over finite field Fq of prime characteristic p.
We say E is supersingular if E[p] = {0E}. Otherwise, we have E[p] = Z/pZ and E is ordinary.

Later in Lemma 4.1.1 from Section 4.1, we will give equivalent definitions of supersingularity
which will help us generalise this property to higher dimensional p.p. abelian varieties.
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Chapter 3

Quaternion Algebras

Deuring [133] showed the connection between the geometric world of supersingular curves and the
arithmetic world of quaternion algebras. This connection has proved to be a powerful constructive
and cryptanalytic tool in isogeny-based cryptography, and it will be essential for the work in this
thesis. In Section 3.1 we give the necessary background on quaternion algebras and then depict
the Deuring correspondence in Section 3.2. Throughout, we refer to Voight [316] and Leroux [217].

3.1 Quaternion algebras

A quaternion algebra is a non-commutative algebra, defined as follows.

Definition 3.1.1 (Quaternion algebra). An algebra B over a field k is a quaternion algebra if
there exist i, j ∈ B such that B is a k-vector space with basis 1, i, j, ij satisfying and

i2 = a, j2 = b, and ij = −ji,

for some a, b ∈ k×. We usually denote ij by k.

We restrict to quaternion algebras defined over k = Q. For every prime p, we can define the
field of p-adic numbers Qp, as defined in Section 1.2. The extension of scalars B⊗Q Qp (as defined
by Bourbaki [51, §II.5]) is either a matrix ring or a division algebra (see Example 1.2.1). We say
that B is unramified (or split) at p if B ⊗Q Qp is the matrix ring M2(Qp), and otherwise B is
ramified at p. Similarly, we say that B is unramified (or split) at ∞ if B ⊗Q R is the matrix ring
M2(R). Otherwise, B is ramified at ∞.

We focus on a particular quarternion algebra: namely the quaternion algebra over Q ramified
at a prime p and ∞ and unramified elsewhere, denoted Bp,∞. When we introduce the Deuring
correspondence in Section 3.2, the prime p will equal the characteristic of the finite field over which
our elliptic curves are defined.

For an element α = x+ yi+ zj + wk ∈ Bp,∞, the conjugate α of α is defined as

α := x− yi− zj − wk,

where x, y, z, w ∈ Q. We define the reduced trace on Bp,∞ by

(3.1) trd: Bp,∞ → Q, α 7→ α+ α.

The reduced trace trd is a Q-linear map, meaning that for α, β ∈ Bp,∞ we have trd(α + β) =
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trd(α) + trd(β). Similarly, we define the reduced norm as

(3.2) nrd: Bp,∞ → Q, α 7→ αα.

The reduced norm nrd is multiplicative, i.e., nrd(αβ) = nrd(α) nrd(β).

3.1.1 Orders and Ideals

We are mainly interested in lattices of the quaternion algebra Bp,∞.

Definition 3.1.2. A lattice of Bp,∞ is a Z-submodule of rank 4. If a lattice O ⊂ Bp,∞ is also a
subring of Bp,∞, then O is said to be an order of Bp,∞. An order is maximal if it is not properly
contained in another order.

Remark 3.1.3. The ring of integers Ok is an order in a quadratic field k = Q(
√
d). In fact,

it is the unique maximal order in Q(
√
d). However, this construction does not work in the non-

commutative setting: the set of all integral elements (i.e., α ∈ Bp,∞ satisfying a monic polynomial
with integer coefficients) does not form an order, see [316, Example 10.1.1]. Furthermore, there
are many maximal orders in Bp,∞: if O is a maximal order and α ∈ B×p,∞1 then αOα−1 ⊆ Bp,∞ is
a maximal order, and we may have αOα−1 ̸= O due to non-commutativity.

Example 3.1.4. Consider the quaternion algebra Bp,∞ with p ≡ 3 mod 4. The lattice O =

Z+ iZ+ jZ+ kZ in Bp,∞ is closed under multiplication and so defines an order. However, it is not
a maximal order. Indeed, O ⊊ Z+ iZ+ i+j

2 Z+ 1+k
2 Z.

Let I ⊆ Bp,∞ be a lattice and define

OL(I) := {α ∈ Bp,∞ : αI ⊆ I}.

Then, OL(I) is an order, called the left order of I. We define the right order of I analogously. If
O is the left order of I, and O′ is its right order, then we say that I is a connecting (O,O′)-ideal.
We sometimes denote I by I(O,O′) to highlight this property. Note that O and O′ need not
be distinct. This choice in terminology will become clear in Section 3.2 when we show the link
between such ideals and isogenies that ‘connect’ two elliptic curves.

Example 3.1.5. Let I be a principal ideal, meaning that I = OL(I)α for some α ∈ B×p,∞. Then,
OR(I) = α−1OL(I)α. Therefore, I = αOR(I) and OR(I) and OL(I) are isomorphic.

Definition 3.1.6. For an order O, we define a left fractional O-ideal to be a lattice I ⊂ Bp,∞
such that O ⊆ OL(I). Furthermore, we say I is integral if I ⊆ OL(I). We define right integral
and fractional O-ideals similarly.

As with elements of the quaternion algebra, we can define the conjugate and reduced norm of
an ideal.

Definition 3.1.7. The conjugate of an ideal I is given by I := {α : α ∈ I}. The reduced norm
nrd(I) of an ideal I is the largest positive rational number such that nrd(α) ∈ nrd(I)Z for any
α ∈ I.

1In this thesis, we use the R× to denote the invertible elements of R.
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Remark 3.1.8. Any ideal I in Bp,∞ can be written as I = OL(I)α + OL(I) nrd (I) for some
α ∈ OL(I), and similarly for OR(I). We simplify this notation by writing Oα + ON = O⟨α,N⟩
for any order O [316, Chapter 16, Exercise 6].

Henceforth, we only deal with integral left fractional ideals (unless otherwise stated) and there-
fore simply refer to them as ideals. The choice of left ideals over right ideals is an arbitrary choice;
we can switch from left to right ideals simply by taking conjugates as OL(I) = OR(I).

3.1.1.1 Invertible Ideals

Before defining invertible ideals, we discuss quaternion ideal multiplication.

Definition 3.1.9. Given two ideals I, J in a quaternion algebra Bp,∞, we say they are compatible
if OR(I) = OL(J).

We remark that this compatibility relation is neither symmetric nor transitive. When two ideals
I, J in Bp,∞ are compatible, their product IJ := {αβ : α ∈ I, β ∈ J} is also an ideal with left order
OL(I) and right order OR(J). Furthermore, nrd(IJ) = nrd(I) · nrd(J).

Definition 3.1.10. An ideal I is invertible if there exists another ideal J such that

IJ = OL(I) = OR(J) and JI = OL(J) = OR(I).

We denote J by I−1.

When the ideal I is invertible, I and its conjugate satisfy the following relation

(3.3) II = nrd(I)OL(I),

which recovers a similar equation to Equation (3.2) which holds for elements of a quaternion
algebra. Using this, we can compute the inverse as

(3.4) I−1 =
1

nrd(I)
I.

When O is a maximal order in Bp,∞, every O-ideal is invertible [316, Proposition 16.1.2].

Example 3.1.11. If I is a principal ideal, then I = OL(I)α for some α ∈ B×p,∞, and I is invertible.
Letting O := OL(I), we have I−1 = α−1O: we have

(Oα)(α−1O) = O(αα−1)O = O,

and by Example 3.1.5
(α−1O)(Oα) = αOα−1 = OR(I),

as required.
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3.1.1.2 Equivalent Ideals

We define an equivalence relation ∼ on (left) O-ideals by right scalar multiplication. Two ideals
I and J are (right-)equivalent if I = Jα for some α ∈ B×p,∞. We denote this by I ∼ J . If I ∼ J ,
then we have OL(I) = OL(J) and OR(I) = α−1OR(J)α.

Following Kohel, Lauter, Petit, and Tignol [203], for any invertible ideal J we can construct a
map χJ that sends quaternion elements in B×p,∞ to ideals. On input α ∈ B×p,∞, it is defined as

(3.5) χJ(α) := J
α

nrd(J)
.

Then, I = χJ(α) is an ideal of norm nrd(α)/nrd(J). For α ∈ J\{0}, the ideal I is equivalent to
J . In fact, ideals equivalent to J are precisely the ideals χJ(α) with α ∈ J\{0}.

3.2 The Deuring Correspondence

In 1941, Deuring [133] showed that, for a supersingular elliptic curve E defined over Fp, the
endomorphism ring of E is isomorphic to a maximal order O in Bp,∞. In this section, we describe
this correspondence in more detail. For a modern reformulation of the Deuring correspondence
and proofs of the statements in this section, we refer to Voight [316, Chapter 42] or Waterhouse
[317].

We first demonstrate the Deuring correspondence through an example.

Example 3.2.1. Let p ≡ 3 mod 4 and consider the elliptic curve E0 : y
2 = x3 + x defined over

Fp2 with j(E0) = 1728. Then End(E0) is isomorphic to the maximal order O0 =
〈
1, i, i+j2 , 1+k2

〉
in Bp,∞ via the isomorphism

O0
∼−−→ End(E0)

α = x+ yi+ zj + wk 7−→ θ = x+ yι+ zπ + wιπ

where x, y, z, w ∈ Z, π : (x, y) 7→ (xp, yp) is the p-power Frobenius endomorphism on E0, and
ι : (x, y) 7→ (−x,

√
−1y).

The elliptic curve E0 is somewhat special as we were able to explicitly compute its endomor-
phism ring End(E0) and construct the isomorphism to a maximal order O0 in Bp,∞. In general,
given a supersingular elliptic curve, it is conjecturally hard to compute its endomorphism ring
End(E). In fact, the hardness of this problem underlies the security of many cryptographic schemes
constructed with isogenies. We discuss this in greater depth in Section 4.3. Conversely, given a
maximal order O, we can recover the corresponding elliptic curve E in polynomial time by taking
advantage of the few supersingular curves whose endomorphism rings are known. For example, we
could use [147, Algorithm 12].

The Deuring correspondence extends beyond this. It is in fact an equivalence of categories,
meaning that there is furthermore a correspondence between the morphisms of each object: iso-
genies and ideals. Given a supersingular curve E, we can associate each pair (E′, φ), where E′ is

70



another supersingular elliptic curve and φ : E → E′ is an isogeny, to a left integral O0-ideal, where
End(E0) ∼= O0. Furthermore, every such ideal arises in this way.

Remark 3.2.2. We identify α ∈ O0 as an endomorphism of E0 via the explicit isomorphism
O0
∼= End(E0) given in Example 3.2.1. When given an isogeny φ : E0 → E corresponding to a

(O0,O)-ideal I, the isomorphism O0
∼= End(E0) naturally induces an isomorphism O ∼= End(E).

In these cases, we do not explicitly give the isomorphism and use the implicitly defined isomorphism
O ∼= End(E).

The correspondence is defined using kernel ideals (see, for example, [317, §3.2]). Given a O0-
ideal I of norm coprime to p, we define

E[I] := {P ∈ E | α(P ) = 0E ∀α ∈ I} =
⋂
α∈I

kerα ⊂ E,

to be the kernel of I. By Remark 3.1.8, we can write I = O⟨α,N⟩ where nrd(I) = N , and we
have E[I] = ker(α)∩E[N ] [316, §42.2.1]. Given such an I, we denote the corresponding separable
isogeny with kernel E[I] by φI . Conversely, given a separable isogeny φ from E, the corresponding
ideal is

Iφ = {α ∈ O | α(P ) = 0E ∀P ∈ kerφ}.

The isogeny φ is an endomorphism if and only if Iφ is a principal ideal.
This correspondence is also compatible with a number of properties of ideals and isogenies.

Firstly, it is compatible with the ‘size’ of the maps, in the sense that deg(φ) = nrd(Iφ) [317,
Theorem 3.15]. Further to this, letting φ : E1 → E2 be an isogeny, we have Iφ̂ = Iφ. If ψ : E1 → E2

is another isogeny, then Iψ◦φ = Iφ · Iψ. As a consequence, if we have two isogenies φ : E → E′ and
ψ : E → E′ then the corresponding ideals are equivalent Iφ ∼ Iψ (as defined in Section 3.1.1.2).
The converse statement can be found in [316, Lemma 42.2.7].

The correspondence given above is largely theoretical, and it still remains unclear whether it
can be made effective. To build cryptographic schemes using the Deuring correspondence, we need
efficient algorithms that will translate between isogenies of supersingular elliptic curves and ideals
connecting maximal orders in Bp,∞. The following two sections will be dedicated to exhibiting
algorithms that enable us to perform the translation efficiently. We introduce them within the
context of the isogeny-based signature scheme SQIsign [125, 126], but note that the ideas in these
algorithms appeared already in [147, 174, 203].

3.2.1 Converting O0-ideals to isogenies

The simplest translation from ideals to isogenies is when I is a O0-ideal, and the corresponding
isogenies can be defined over Fp2 using both quadratic twists of E0. We detail the algorithm
IdealToIsogenyD for ideals of norm dividing D fully in Algorithm 3.1. It terminates in O(

√
D)

operations over the field of definition of E0[D] [217, §4.2.1], where O0
∼= End(E0), which for this

section we assume to be Fp2 . In Chapter 11, we will adapt this algorithm to handle cases where
E0[D] is defined over an extension field of Fp2 .

Suppose we would like to translate the O0-ideal I = O0⟨α,D⟩. The main idea of the algorithm
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is to find the action of the endomorphism

α = x2 + x2i+ x3
i+ j

2
+ x4

1 + k

2
, xi ∈ Z,

on a fixed basis of PD, QD ∈ E[D], from which we can recover ker(α) ∩ E[D]. Explicitly, let
Mi,M i+j

2
,M 1+k

2
be the action of i, i+j2 , 1+k2 , respectively. We recover the action Mα ∈ M2(Z/DZ)

as
Mα := x1I+ x2Mi + x3M i+j

2
+ x4M 1+k

2
,

and then compute some vector [a, b]T ∈ kerMα. This will give the corresponding generator
[a]PD + [b]QD of the kernel, from which we compute the isogeny φI .

Algorithm 3.1 IdealToIsogenyD(I)

Input: I, a left O0-ideal of norm dividing D.
Output: The corresponding isogeny φI .

1: Compute α such that I = O0⟨α,nrd(I)⟩
2: Let A = [1, i, i+j2 , 1+k2 ] denote a basis of O0

3: Compute vα := [x1, x2, x3, x4]
T ∈ Z4 such that Avα = α

4: Mα := x1I+ x2Mi + x3M i+j
2

+ x4M 1+k
2

5: Compute [a, b]T ∈ kerMα

6: KD := [a]PD + [b]QD
7: Set ϕI to be the isogeny generated by the point KD.
8: return φI

3.2.2 Converting O-ideals to isogenies

The algorithm we presented in Section 3.2.1 works only for special orders, and is therefore quite
restrictive. However, the ideal-to-isogeny algorithm IdealToIsogeny can be extended to work for a
O-ideal of ℓ-power norm for a prime ℓ. This algorithm, IdealToIsogenyEichler, was introduced by De
Feo, Leroux, Longa, and Wesolowski [126, §4] (as an improvement to [125, Alg. 8]). It is used in
the key generation and signing algorithms of SQIsign.

To fix an isomorphism O ∼= End(E), we require the knowledge of a connecting (O0,O)-ideal and
the corresponding isogeny, which will allow us to transfer the known isomorphism O0

∼= End(E0),
as described in Remark 3.2.2. Given a left O-ideal I of large prime power norm ℓe, a (O0,O)-ideal
J of ℓ-power norm and corresponding isogeny φJ : E0 → E, IdealToIsogenyEichler outputs φI of
degree ℓe.

When the norm ℓe is large, we may not have Fp2-rational ℓe-torsion on E (or its quadratic
twist). As a result, the elliptic curve operations in the ideal-to-isogeny translation would need to
be done over a field extension. Instead, we perform the translation in steps of size ℓf , with e = gf

and where the ℓf -torsion is Fp2-rational. Namely, we split up the ideal I into g ideals Ii of norm
ℓf and translate these ideals to isogenies φIi such that φI = φIg ◦ · · · ◦ φI2 ◦ φI1 .

To translate left O-ideals I of norm ℓf to an isogeny, we need to understand how a special
endomorphism θ ∈ End(E) acts. We choose this endomorphism in such a way that P and θ(P )
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generate the ℓf -torsion for some input point P ∈ E[ℓf ], and the kernel generator of φI can be
constructed from these generators. The precise conditions placed on θ for this to be satisfied are
given in [126, Lemma 8]. Most notably, the endomorphism θ is of order T 2 where T ≈ p5/4 is
coprime to ℓ. Viewing θ as an element of O, to evaluate θ we decompose it into two ideals of
norm T , and convert these into isogenies of degree T using two executions of IdealToIsogenyT . For
precise details of this algorithm and a proof of its correctness, we refer to [126, §4].

The main takeaways from this section are as follows. Firstly, the only subroutine involving
elliptic curve operations is IdealToIsogenyT . This will be important for Chapter 11 when we look
at how to modify this to allow our elliptic curve points to be defined over field extensions Fp2k .
Secondly, the bottleneck of this procedure is the computation of Fp2 -rational T -isogenies, where T
is as before. This will be important for Chapter 10 when this condition will impose restrictions on
SQIsign-friendly parameters.

3.2.3 Converting isogenies to ideals

Translating isogenies to their corresponding ideals is comparatively easy. Consider the elliptic
curve E with endomorphism ring End(E) ∼= O. We want to find the O-ideal corresponding to the
isogeny φ : E → E/⟨P ⟩ with kernel generated by a point P ∈ E[N ]. To do so, we first compute a
basis {θ1, θ2, θ3, θ4} of End(E), where each θi has norm coprime to N . We then find i, j such that
θi(P ), θj(P ) is a basis of E[N ]. Taking k ̸= i, j, we compute a, b such that

θk(P ) = [a]θi(P ) + [b]θj(P ).

The endomorphism α = θj − aθi − bθj sends the point P to the identity, and I = O⟨α,N⟩ is
the O-ideal corresponding to φ, where we view α as an element in Bp,∞ via the isomorphism
End(E) ∼= Bp,∞. For a proof of this fact, see [217, Lemma 4.2.2].

Example 3.2.3. Consider the supersingular elliptic curve E0 : y2 = x3 + x with j(E0) = 1728,
defined over F232 = F23(i) with i2+1 = 0. Then, as shown in Example 3.2.1, End(E0) ∼= O0 where
O0 = ⟨1, i, i+j2 , 1+k2 ⟩. In this case, we fix the choice θ = j + 1+k

2 and η = i.

As we need the maximal order O ∼= End(E) to perform this conversion, if j(E) ̸= 1728 then
again we require knowledge of an isogeny φ : E0 → E. We summarise the effective Deuring
correspondence in Figure 3.1.
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Maximal order O in Bp,∞ E/Fp2 supersingular

Integral ideal O1-ideal I
and right O2-ideal

Isogeny φ : E1 → E2

with End(Ei) ∼= Oi

nrd (I)
I

Iφ · Iψ

deg(φ)
φ̂

ψ ◦ φ

Figure 3.1: A summary of the effective Deuring correspondence using the current state-of-the-art algo-
rithms. Arrows in green indicate when there is an efficient algorithm to compute the correspondence. The
arrow in red is only computable in exponential time.
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Chapter 4

Isogenies in cryptography

The use of isogenies in post-quantum cryptography was introduced by Couveignes [108] and inde-
pendently rediscovered by Rostovtsev and Stolbunov [275], who considered ordinary elliptic curves
defined over Fq (for q some power of prime p) and isogenies between them. Later, De Feo, Jao, and
Plût [123] introduced a key-exchange protocol Supersingular Isogeny Diffie–Hellman (SIDH), and
corresponding key encapsulation mechanism SIKE. Here, a different setting was used: supersingu-
lar elliptic curves over Fp2 , first introduced to cryptography by Charles, Goren and Lauter [76].
It offers two main advantages. Firstly, every supersingular elliptic curve is isomorphic to a curve
E defined over Fp2 . Secondly, for any supersingular elliptic curve E, given a prime N , we can
straightforwardly enforce the N -isogenies to be Fp2-rational. In this way, all arithmetic is effi-
ciently computable over Fp2 (and no larger extension).

In this thesis, we focus solely on the supersingular setting. More generally, we work with
superspecial principally polarised abelian varieties, a natural generalisation of supersingular elliptic
curves to higher dimensions. In this setting, the security of isogeny-based cryptography rests on
the hardness of finding an isogeny between two superspecial p.p. abelian varieties, conjectured to
be hard for both classical and quantum computers. As such, isogenies are a promising candidate
for the construction of post-quantum secure cryptoschemes.

Throughout this chapter, we fix k to be a finite field Fq of prime characteristic p > 5.

4.1 Superspecial abelian varieties

We follow the methodology introduced by Castryck, Decru, and Smith [72, §2], who argue that, for
cryptographic applications involving higher dimensional p.p. abelian varieties, the correct gener-
alisation of supersingularity is superspeciality. The aim of this section is to introduce superspecial
p.p. abelian varieties from a cryptographic perspective. For a more extensive survey of superspecial
abelian surfaces, see Brock’s thesis [52].

We motivate the notion of superspeciality by first considering the dimension-1 case. Recall
from Definition 2.9.5, that an elliptic curve E/Fq is supersingular if it has no non-trivial p-torsion.
We observe, however, that there are many alternative definitions of supersingularity.

Lemma 4.1.1. Let E be an elliptic curve defined over Fq of prime characteristic p. The following
are equivalent:

(a) tr πE ≡ 0 mod p, where πE is the q-power Frobenius endomorphism.

(b) E[p] = {0E}.
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(c) [p] : E → E is purely inseparable.

(d) The endomorphism ring End(E) is a maximal order in the quaternion algebra Bp,∞.

If an elliptic curve E satisfies the properties above, we say E is supersingular.

Proof. A proof of the equivalence (b) ⇐⇒ (c) ⇐⇒ (d) can be found in [292, Theorem V.3.1].
The equivalence (a) ⇐⇒ (b) is in the proof of [292, Theorem V.4.1].

The alternative definitions for supersingularity in Lemma 4.1.1 generalise to distinct properties
when considering abelian varieties of higher dimension.

Definition 4.1.2. Let E/Fp be a supersingular elliptic curve. We say a p.p. abelian variety
A/Fq of dimension g is supersingular if it is Fp-isogenous (as an unpolarised abelian variety) to
Eg := E × · · · × E. We say A is superspecial if it is Fp-isomorphic (as an unpolarised abelian
variety) to Eg. For g = 2, we say a genus-2 curve C is supersingular or superspecial, if its Jacobian
JC is.

An alternative definition for a superspecial p.p. abelian variety A/Fq of dimension g is that its
Hasse–Witt matrix M ∈ Fg×gq vanishes identically [52, Theorem 2.3A]. The matrix M characterises
how the Frobenius map acts on A.1 For g = 1, M is a 1× 1 matrix consisting of an element m1,
where m1 ≡ a mod p for a the trace of Frobenius πA. In this way, this definition is a natural
generalisation of the property given in Item (a) of Lemma 4.1.1 for elliptic curves. For genus-2
curves y2 = f(x), we have M = (mij)1≤i,j≤2 with

mij = f
(p−1)/2
pi−j mod p,

where fnk denotes the coefficient of xk in f(x)n [52, Corollary 2.11]. If A is superspecial, then it is
supersingular. The converse is false in dimension g ≥ 2. For dimension g ≤ 2, the supersingularity
condition is equivalent to A having no non-trivial p-torsion, thus generalising the property given
in Item (b) of Lemma 4.1.1 [255, §4]. However, supersingularity becomes a stronger notion in
dimension g > 2.

In isogeny-based cryptography, we mostly work with superspecial abelian varieties of dimension
g = 1 and 2, and isogenies between them. This is enabled by the fact that being superspecial is
a property which is invariant under (polarised) isogeny. Namely, if A1/Fq is a superspecial p.p.
abelian variety, and φ : A1 → A2 is an isogeny (of p.p. abelian varieties) of degree coprime to p,
then A2 is also superspecial. We prove the case g = 1 below. The case g = 2 may be found in [52,
Lemma 2.2A].

Proposition 4.1.3. Let φ : E1 → E2 be an isogeny of elliptic curves E1, E2 defined over Fq of
characteristic p. Then E1 is supersingular if and only if E2 is supersingular.

Proof. Suppose E1 is supersingular. By Lemma 4.1.1, we have trE1
≡ 0 mod p, and so Remark 2.9.3

tells us #E1(Fq) ≡ 1 mod p. By Tate’s theorem, E2 has order #E2(Fq) = #E1(Fq) ≡ 1 mod p,
and is therefore supersingular (again by Lemma 4.1.1). Noting that φ̂ : E2 → E1 is an isogeny,
changing the roles of E1 and E2, we get the converse implication: E1 is supersingular if E2 is.

1More precisely, M represents the action of the Frobenius operator on the cohomology group H1(A,OA) with
respect to some basis, where OA is the structure sheaf.
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With the construction of efficient protocols in mind, the reason for working with superspecial p.p.
abelian varieties A in cryptography is two-fold. Firstly, the following theorem shows us that every
superspecial p.p. abelian variety admits a model over Fp2 , a necessary condition for the arithmetic
to be performed over Fp2 .

Theorem 4.1.4. Let A/Fpk be superspecial p.p. abelian variety of dimension g. Then A is Fp-
isomorphic to a superspecial p.p. abelian variety defined over Fp2 .

Proof. We follow Silverman [292, Theorem V.3.1] to prove this for the case g = 1. For g ≥ 2,
a proof can be found in [186, Theorem 1]. Let A/Fpk be a supersingular elliptic curve. Let
π : A → A(p) be the p-power Frobenius, and π̂ : A(p) → A its dual (called the Verschiebung). As
A is supersingular, the Verschiebung π̂ is purely inseparable. By [292, Corollary II.2.12], it factors
as

A(p) A(p2) Aπ′

π̂

ψ

where π′ is the p-power Frobenius map on A(p) and ψ is a (seperable) isogeny of degree one.
Therefore, ψ is an isomorphism and so j(A) = j(A(p2)) = j(A)p

2

, implying that j(A) ∈ Fp2 . Let
j = j(A) ∈ Fp2 and consider the elliptic curve

E : y2 = x3 +
3j

1728− j
x+

2j

1728− j
,

when j ̸= 0, 1728, E : y2 = x3 + 1 for j = 0, and E : y2 = x3 + x for j = 1728. Then, E is defined
over Fp2 and j(E) = j, so A ∼= E over Fp.

A second important feature of superspecial p.p. abelian varieties is that we can straightforwardly
write down the order #A(Fq). We concentrate first on exhibiting this in the case g = 1.

Proposition 4.1.5. Let E be a supersingular elliptic curve defined over Fp2 with p > 5. Then we
have

#E(Fpk) =

pk + 1, when k is odd

pk + 1, pk ± pk/2 + 1 or (pk/2 ± 1)2, when k is even
.

Proof. We have #A(Fpk) = pk+1−a where a is the trace of the pk-power Frobenius endomorphism
on A. By a result of Waterhouse [317, Theorem 4.1]: (a) if k is even, then a = ±2

√
pk, or a = ±

√
pk

and p ̸≡ 1 mod 3, or a = 0 and p ̸≡ 1 mod 4; (b) if k is odd, then a = 0. From this we get the
values for #A(Fpk) in the statement of the proposition.

Every supersingular elliptic curve admits a model such that the p2-power Frobenius endomorphism
π is equal to the multiplication-by-(−p) map. Such elliptic curves E are Fp2 -isogenous to elliptic
curves defined over Fp [292, Ex. 5.15] and satisfy

(4.1) E(Fp2k) = Z/(pk − (−1)k)Z⊕ Z/(pk − (−1)k)Z,

while their quadratic twist over Fp2k , denoted Etk, satisfies

(4.2) Etk(Fp2k) = Z/(pk + (−1)k)Z⊕ Z/(pk + (−1)k)Z.
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For any prime N | pk±1, the full N -torsion group E[N ] is defined over Fp2k , either on the curve or
on its twist. As a result, we can ensure that isogenies of degree N are Fp2k -rational. For example,
say we start with a supersingular elliptic curve E1/Fp2 with #E1(Fp2) = (p+1)2. Choosing p such
that 3 | p+ 1, we can compute an Fp2-rational 3-isogeny φ : E1 → E2. By Tate’s isogeny theorem
in Theorem 2.9.1, #E2(Fp2) = (p+ 1)2, and so we can compute Fp2 -rational 3-isogenies from E2,
and so on. In this way, a simple choice of p ensures we can compute chains of Fp2 -rational isogenies
from any starting curve with order (p+ 1)2.

Costello [99] gives a framework to work on a supersingular elliptic curve and its twist, meaning
that we can compute Fp2 -rational isogenies for any prime N dividing p± 1. Let γ be a non-square
in Fp2 , and let δ2 = γ so that Fp4 = Fp2(δ). Recall from Section 2.2.3 that E(Fp4) is isomorphic to
Et(Fp4) via the map (x, y) 7→ (x, δy), which leaves the x-coordinate unchanged. Costello [99, §3]
details how x-only arithmetic can therefore be used to perform isogeny computations on a curve
and its twist at no extra cost.

We now consider dimension g = 2. Every superspecial p.p. abelian variety has a model defined
over Fp2 , see [186, Theorem 1]. Furthermore, by definition of superspeciality, the p.p. abelian
surface A is Fp-isomorphic to E × E for some supersingular curve E (as an unpolarised abelian
variety). As such, every superspecial abelian surface admits a model A/Fp2 with #A(Fp2) =

(p+ 1)4, and
A(Fp2) ∼= (Z/(p+ 1)Z)4 .

If N | p+1 for prime N , this implies A has full Fp2 -rational N -torsion. It follows that when p ̸= 2,
A automatically has full Fp2-rational 2-torsion. In particular, if A is the Jacobian of a genus-2
hyperelliptic curve C, this means that C can be put in Rosenhain form.

From the discussion above, we can construct efficient protocols from superspecial p.p. abelian
varieties of dimension 1 and 2 and their isogenies using arithmetic solely over Fp2 , rather than
taking arbitarily large extensions of Fp.

Beyond efficiency, for cryptographic applications we require a hard problem from which to base
the security of our protocols. Superspecial abelian varieties also naturally offer such a problem:
the dimension-g superspecial isogeny problem.

Problem. Given a pair of superspecial p.p. abelian varieties A1 and A2 of dimension g defined
over Fp2 , find a polarised Fp-isogeny A1 → A2.

We will revisit this problem in Section 4.3 and study it in greater depth. Before doing so, we
introduce the superspecial isogeny graph.

4.2 The superspecial isogeny graph

An important object in isogeny-based cryptography is the dimension-g superspecial isogeny graph,
whose vertex set Sg(Fp) is the set of isomomorphism classes of superspecial p.p. abelian varieties
of dimension g defined over Fp, and its edge set contains (N, . . . , N)-isogenies (up to composition
by an isomomorphism). Throughout we will only be considering the case where N is coprime to
p. By solely studying the expansion properties of this graph, we can obtain some insight into
the hardness of finding isogenies between p.p. abelian varieties. However, as we will show in
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Section 4.3.1 and Section 4.3.2, by exploiting the special structure of this graph arising from the
geometric nature of abelian varieties we can obtain new, more efficient attacks against the isogeny
problem. Improving these attacks will be the main focus of Chapters 7 and 8. In this section, we
explore the superspecial isogeny graph and discuss what is already known about its structure. We
first motivate the definitions in this section through an example in dimension 1.

Example 4.2.1. Let g = 1 and consider X1(F127, 2), the supersingular 2-isogeny graph for p =

127 = 27 − 1, given in Figure 4.1. We label each edge by the j-invariant corresponding to the
Fp-isomorphism class of supersingular elliptic curves defined over F1272 = F127(i) where i is a root
of x2 + 1 ∈ F127[x]. In this case, there are 11 distinct j-invariants.

Figure 4.1: The graph X1(F127, 2), where F1272 = F127(i) where i is a root of x2 + 1 ∈ F127[x].

We first observe that there exists a path between any two vertices. We will see that this remains
a property for general degree N in dimensions g = 1 and 2: the graph Xg(Fp, N) is connected.
Furthermore, for all but one vertex, the graph is 3-regular and undirected: given a 2-isogeny
ϕ : E → E′, there exists a 2-isogeny from E′ to E given by the dual isogeny ϕ̂ : E′ → E.

The exception occurs at the vertex with label j = 1728 ≡ 77 mod 127 due to extra automor-
phisms on the corresponding elliptic curve. All supersingular elliptic curves E ∈ S1(Fp) have
the automorphism [−1] : (x, y) 7→ (x,−y). However, the elliptic curve E77 : y

2 = x3 + x with
j(E77) = 77 has an extra automorphism ι : (x, y) 7→ (−x, iy).

Figure 4.2: A look at the node j = 77, corresponding to elliptic curve E77, in the graph X1(F127, 2).

In Figure 4.2, we zoom into the neighbourhood of this vertex and observe the following. There
are two edges from j(E77) to j(E95), corresponding to the 2-isogenies

E77 → E77/⟨(i, 0)⟩ ∼= E95, and E77 → E77/⟨(−i, 0)⟩ ∼= E95.
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The extra automorphism of E77 maps the 2-torsion point (i, 0) to a distinct point (−i, 0) of order 2.
As E77/⟨ι(i, 0)⟩ ∼= E77/⟨(i, 0)⟩, the automorphism ι gives rise to two distinct isogenies E77 → E95.
However, there is only one edge from j(E95) to j(E77), corresponding to the 2-isogeny E95 →
E95/⟨(0, 0)⟩ ∼= E77. Indeed, E95 only has non-trivial automorphism [−1], but [−1]⟨(0, 0)⟩ = ⟨(0, 0)⟩
and so it does not generate a distinct isogeny.

To account for this imbalance, we assign weights on the edges of the graph; in Figure 4.1, all
edges have weight 1, except for the edge E77 → E96 which has weight 2.

For general dimension g and degree N , Florit and Smith [155] show that automorphisms play
an important role in the structure of the graph Xg(Fp, N). Indeed, automorphisms are the source
of vertices where the isogeny graph is directed, which in turn results in non-trivial weights on edges
in the neighbourhood of this vertex.

Keeping the previous example in mind, we give a more precise definition of the superspecial isogeny
graph.

Definition 4.2.2. Fix a positive integer g and a prime p. The superspecial (N, . . . , N)-isogeny
graph, denoted Xg(Fp, N), is the directed weighted multigraph defined as follows.

• The vertices are isomomorphism classes of superspecial p.p. abelian varieties of dimension g
defined over Fp, denoted Sg(Fp).

• The edges are isomorphism classes of (N, . . . , N)-isogenies, weighted by the number of distinct
kernels yielding isogenies in the class. We denote the weight of an edge φ by w(φ).

Since every superspecial p.p. abelian variety admits a model over Fp2 , the set Sg(Fp) is finite. In
particular, #S1(Fp) = O(p) and #S2(Fp) = O(p3). Define the out-degree of a vertex A ∈ Sg(Fp) to
be the total sum of the weights of edges leaving A. The graph Xg(Fp, N) is regular, meaning that
every vertex has the same out-degree. Jordan and Zaytman [194] showed further that Xg(Fp, N) is
connected, i.e., there exists a path between any two vertices in the graph. We remark that a proof
of this was already given implicitly in a different language by Oort [254].

We now discuss more formally how automorphisms give rise to non-trivial weights in the isogeny
graph. We first observe that every p.p. abelian variety has a non-trivial automorphism [−1].
However, [−1] fixes every kernel and commutes with every isogeny. Therefore, it does not have an
impact on the edge weights in the isogeny graph. Therefore, we can simplify by considering the
reduced automorphism group defined as RA(A) := Aut(A)/⟨±1⟩.

Let φ : A→ A/K be an isogeny of p.p. abelian varieties and α ∈ RA(A) of degree N coprime
to p. Suppose K ̸= α(K) and let φ′ : A→ A/α(K). The automorphism α induces an isomorphism
α∗ : A/K

∼−→ A/α(K). Let φα = α−1
∗ ◦φ′. Then, φ and φα are isogenies of degree N with the same

domain and codomain, but distinct kernel. Therefore, the edge A → A′ ∼= A/K has non-trivial
weight. On the other hand, φ̂ and φ̂α have the same kernel, and so the automorphism α ∈ Aut(A)

has no impact on the weight of the edge A′ → A.

Example 4.2.3. To illustrate the definitions introduced above, we look more deeply at g = 2 and
follow the example of the graph X2(F11, 2) due to Florit and Smith [155, Example 3.3]. There are
5 vertices (up to F11-isomorphism):
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• A1 = JC1 , the Jacobian of C1 : y
2 = x6 − 1 with #RA(A1) = 12,

• A2 = JC2 , the Jacobian of C2 : y
2 = (x3 − 1)(x3 − 3) with #RA(A2) = 6,

• A3 = E1728 × E1728 with #RA(A3) = 16,

• A4 = E0 × E0 with #RA(A4) = 36,

• A5 = E0 × E1728 with #RA(A5) = 12.

We illustrate this in Figure 4.3.

Figure 4.3: The graph X2(F11, 2) with weights on the edges. Note that the out-degree of each vertex is
15.

Though not apparent in the example above (due to p being very small), for cryptographic-sized
primes p the number of vertices A with non-trivial RA(A) is negligible for low dimension cases
g = 1 and 2. Therefore, for our purposes it suffices to treat Xg(Fp, N) as an undirected, regular
graph.

4.2.1 The graph in dimension one

Consider the set of Fp-isomorphism classes of supersingular elliptic curves S1(Fp) labelled by their
j-invariant. For supersingular elliptic curve E we have j(E) ∈ Fp2 , therefore S1(Fp) is finite. The
precise size of this set is given by the following theorem due to Igusa [189].

Theorem 4.2.4. For p ≥ 5, we have #S1(Fp) = ⌊p/12⌋+ b where

b =


0 if p ≡ 1 mod 12

1 if p ≡ 5, 7 mod 12

2 if p ≡ 11 mod 12

.

Proof. We follow the proof of [292, Theorem V.4.1(c)]. For p ≥ 5, every elliptic curve is isomorphic
to one defined by the equation E : y2 = x(x − 1)(x − α), where α ∈ Fp with α ̸= 0, 1. By [292,
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Theorem V.4.1(b)], we see that E is supersingular if and only if Hp(α) = 0 where

Hp(t) =

(p−1)/2∑
i=0

(
m

i

)2

ti.

By direct computation, we find that the roots of Hp(t) are distinct, and each root α gives a
supersingular elliptic curve Eα. It remains to determine which of the resulting Eα are isomorphic.
The j-invariant map

α 7→ j(Eα)

is six-to-one except over j = 0 and j = 1728 where it is two-to-one and three-to-one, respec-
tively [292, Theorem III.1.7]. Furthermore, if Hp(α) = 0, then for every α′ satisfying j(α) = j(α′)

we have Hp(α
′) = 0, since Eα ∼= Eα′ . Defining

δp(j) :=

1, if an elliptic curve E with j = j(E) is supersingular

0, if an elliptic curve E with j = j(E) is ordinary
,

we have #S1(Fp) = 1
6

(
p−1
2 − 2δp(0)− 3δp(1728)

)
= p−1

12 −
1
3δp(0)−

1
2δp(1728). We compute that

δp(0) =

1, if p ≡ 2 mod 3

0, if p ≡ 1 mod 3
and δp(1728) =

1, if p ≡ 3 mod 4

0, if p ≡ 1 mod 4
.

For example, see [292, Example V.4.4] and [292, Example V.4.5], respectively. Taking the four
possibilities for p mod 12, we get the statement of the theorem.

For p > 3, if E/Fp has j(E) ̸= 0, 1728 then #RA(E) = 0 [292, Theorem III.10.1]. Therefore, the
only elliptic curves that have non-trivial reduced automorphism groups are those with j-invariant
0 or 1728. The proof of Theorem 4.2.4 shows that the values of p mod 12 also indicate which
supersingular isogeny graphs may have vertices j(E) with non-trivial RA(E). Consider first E0 :

y2 = x3 + 1 with j(E0) = 0. The curve E0 has an extra automorphism (x, y) 7→ (ω2x,−y), where
ω is a primitive third root of unity, and so RA(E0) ∼= Z/3Z. Similarly, recall from Example 4.2.1,
that E1728 : y2 = x3 + x with j(E1728) = 1728 has an extra automorphism (x, y) 7→ (−x, iy) and
RA(E1728) ∼= Z/2Z. Therefore, it suffices to determine when E0 and E1728 are supersingular. By
the proof of Theorem 4.2.4, E0 is supersingular if and only if p ≡ 2 mod 3 and E1728 if and only
p ≡ 3 mod 4.

In summary, except for the vertices j ∈ {0, 1728}, which occur depending on the value p mod 12,
and their edges, the graph X1(Fp, N) is undirected. As #S1(Fp) = O(p), the ‘directedness’ only
occurs at one or two vertices in S1(Fp), and for our purposes, we can ignore it. For example, when
discussing the distribution of random walks on our graph, we treat X1(Fp, N) as an undirected
graph, and study the distribution in a neighbourhood of these special vertices separately.

The graph X1(Fp, N) is connected [232] and DN,1-regular where DN,1 is as defined in Equa-
tion (2.7). Furthermore, the graph X1(Fp, N) has optimal expansion.

Theorem 4.2.5. For prime N ̸= p, the graphs X1(Fp, N) are Ramanujan, i.e., the second largest
eigenvalue of its adjacency matrix is smaller (in absolute value) than 2

√
N .
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Proof. See [261, Proposition 3].

Theorem 4.2.5 shows that X1(Fp, N) is an expander graph as p→∞. This is an important property
in cryptography as it means we have fast mixing; concretely, we only have to take a relatively short
walk (of length O(log(p))) until we land on a near uniform random node.

With Chapter 7 in mind, we note that the set S1(Fp) can be partitioned into two distinct
subsets:

Sp2 := {j | j = j(E) for E ∈ S1(Fp) and j ∈ Fp2\Fp},

Sp := {j | j = j(E) for E ∈ S1(Fp) and j ∈ Fp}.
(4.3)

As demonstrated by the following proposition, we have #Sp = Õ(p1/2).

Proposition 4.2.6. For a prime p > 3 we have

#Sp =


1
2h(−4p) if p ≡ 1 mod 4

h(−p) if p ≡ 7 mod 8

2h(−p) if p ≡ 3 mod 8

,

where h(d) is the class number of the imaginary quadratic field Q(
√
d). In particular, #Sp =

Õ(p1/2).

Proof. When E is a supersingular elliptic curve, Proposition 4.1.5 tells us that #E(Fp) = p + 1.
The formula for #Sp then follows from [111, Theorem 14.14] with a = 0.

The class number of an imaginary quadratic field Q(
√
d) is bounded as h(d) ≤ 1

π

√
D ln(D) [84,

Exercise 5.27]. Here D = d if d ≡ 1 mod 4, and D = 4d, otherwise. This gives #Sp = Õ(p1/2).

For Chapter 7, it will be important to understand the ratio of nodes in Sp to nodes visited
while performing a random walk on X1(Fp, N). Using the sizes of Sp2 and Sp, and the optimal
expansion of the graph, the expected number of randomly chosen elements in Sp2 we would have
to sample before finding one in Sp is Õ(p1/2).

4.2.2 The graph in dimension two

We now turn to the dimension-2 superspecial isogeny graph. The vertex set S2(Fp) is composed
of Fp-isomorphism classes of superspecial p.p. abelian surfaces. As described in Section 2.5, every
p.p. abelian surface is isomorphic to either the Jacobian of a curve of genus 2, or to a product of
two elliptic curves. In the latter case, if the abelian surface is superspecial, then the elliptic curves
will be supersingular. Therefore, S2(Fp) is equal to the disjoint union of the following two sets:

(4.4)
J2(Fp) := {A ∈ S2(Fp) : A ∼= Jac(C) for some genus-2 curve C},

E2(Fp) := {A ∈ S2(Fp) : A ∼= E1 × E2 for some E1, E2 ∈ S1(Fp)},

where the isomorphisms are of p.p. abelian varieties over Fp. As S2(Fp) is finite, so are the sets
J2(Fp) and E2(Fp).
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Proposition 4.2.7. Let p > 5. With notation as above, we have

#J2(Fp) =
1

2880
p3 +O(p2) and #E2(Fp) =

1

288
p2 +O(p).

Proof. We follow Castryck, Decru, and Smith [72, Proposition 2]. From Theorem 4.2.4, we know
that up to Fp-isomorphism, the number of supersingular elliptic curves is p−1

12 + b for b ∈ [0, 76 ]

(depending only on p mod 12). Therefore,

#E2(Fp) =
1

2
· p− 1

12
· p− 1

12
+O(p) =

p2

288
+O(p),

as required. Then, by counting the number of superspecial genus-2 curves with certain reduced
automorphism groups, Ibukiyama, Katsura, and Oort [187, Theorem 3.3] show #J2(Fp) = 1

2880p
3+

O(p2), as required.

The graph X2(Fp, N) is DN,2-regular where DN,2 is as defined in Equation (2.8). Though cryp-
tographic primitives constructed using superspecial p.p. abelian surfaces, such as the Castryck–
Decru–Smith hash function [72], assume the rapid convergence of random walks in the graphs
X2(Fp, N) to the uniform distribution, it is important to note that these expansion properties are
not well understood. As we have discussed previously, the graphs X2(Fp, N) do not fit into the def-
inition of an expander graph as they are directed multigraphs. To understand the directed nature
of the graph, recall that we must understand the reduced automorphism groups of superspecial
p.p. abelian surfaces.

Proposition 4.2.8. Let A be a superspecial p.p. abelian surface. The number of A with #RA(A) =

0 is p3

2880 + O(p2). If, however, A ∈ E2(Fp) then Z/2Z ⊆ RA(A). The number of products A such
that RA(A) = Z/2Z is p2

288 +O(p).

Proof. The fact that C2 ⊆ RA(A) when A = E1 × E2 follows from the fact that RA(E1 × E2)

always contains the involution [1]E1 × [−1]E2 [155, §5.2]. The counts follow from Ibukiyama,
Katsura, and Oort [187].

As before, the set of surfaces A with non-trivial RA(A) is negligible in the vertex set S2(Fp),
and for our purposes it will be sufficient to simply ignore the directed nature of the graph. Florit
and Smith [155, §4.1-4.2] discuss formally how this can be achieved to obtain upper bounds on the
eigenvalues of these graphs to determine whether X2(Fp, N) is Ramanujan.

Jordan and Zaytman [194] show that X2(F11, 2) from Example 4.2.3 is not Ramanujan. Florit
and Smith provide evidence that the same is true for X2(Fp, 2) where 11 ≤ p ≤ 201, therefore
suggesting that the superspecial (2, 2)-isogeny graph fails to be Ramanujan as for larger primes
p [155, Appendix A]. Despite this, Florit and Smith conjecture [155, Conjecture 4.10] that the
family X2(Fp, N) still has “good enough” expansion for cryptographic purposes:

Conjecture 4.2.9. Let λN be the second largest eigenvalue of X2(Fp, N). Then there exists a fixed
L < 1 such that λN ≤ L, for every prime p ≥ 5. In particular, for every prime p ≥ 41 we have

11

15
≤ λ2 ≤

12

15
.
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To make “good enough” more precise, Florit and Smith [155, Theorem 6.1] show that, assuming
this conjecture, a random walk of length n ≥ 4.5m log(p)+9 approximates the stationary distribu-
tion on X2(Fp, 2) with an error of 1/pm. More recently, Aikawa, Tanaka, and Yamauchi [2] showed
that X2(Fp, N) are expander graphs.

As we will see in Chapter 8, it is important to understand the ratio of nodes A ∈ E2(Fp) to
nodes visited while performing a random walk in X2(Fp, N). A natural first guess would be that
this ratio matches the proportion of such nodes in the entire graph, computed to be 10/p+O(1/p2)

using Proposition 4.2.7. However, from Proposition 4.2.8 we see that all but O(p) of the products
of elliptic curves have reduced automorphism group of order 2, and deduce that the expected
proportion of products in a random walk is ∼ 1

2 ·
10
p = 5

p [155, §6.2].

4.3 The general superspecial isogeny problem

The most general problem underlying the security of isogeny-based cryptography is the dimension-g
superspecial isogeny problem, defined as follows.

Problem 4.3.1 (The dimension-g superspecial isogeny problem). Given a pair of superspecial p.p.
abelian varieties A1 and A2 of dimension g defined over Fp2 , find a Fp-isogeny A1 → A2.

Alternatively, we can view the isogeny problem of dimension g as a path finding problem in the
superspecial isogeny graph Xd(Fp).

Problem 4.3.2 (The dimension d isogeny path problem). Given nodes A1 and A2 in Sg(Fp), find
a path in Xd(Fp) connecting them.

For g = 1, the graphs X1(Fp, N) with p ∤ N are Ramanujan. Viewing Problem 4.3.2 purely as a
graph theoretic problem, without any extra structure coming from the supersingular elliptic curves
and their isogenies, we expect the path-finding problem to be hard to solve. In light of results due
to Aikawa, Tanaka, and Yamauchi [2], we conjecture the same to be true for X2(Fp, N).

4.3.1 Algorithms for dimension 1

In dimension 1, Problem 4.3.1 underpins the security of all primitives in isogeny-based cryptography
constructed using supersingular elliptic curves over Fp2 . It is often referred to in the literature as
the general supersingular isogeny problem, or simply the general isogeny problem.

The best classical attack against this problem is due to Delfs and Galbraith [132] and runs in
Õ(p1/2). We want to find an isogeny φ : E → E′ between two supersingular curves, E/Fp2 and
E′/Fp2 with j-invariants in Sp2 . The key observation that leads to the Delfs–Galbraith algorithm
is that it is easier to find an isogeny between subfield curves, i.e., elliptic curves with j-invariant
in Sp. Therefore, rather than finding the isogeny φ directly, we search for subfield curves.

More explicitly, we perform simple non-backtracking random walks in X1(Fp, N) until hitting
an elliptic curve with j-invariant in Sp. Finding a walk from E/Fp2 to E1/Fp yields an isogeny
ψ : E → E1, and finding a walk from E′/Fp2 to E′

1/Fp yields an isogeny ψ′ : E′ → E′
1. A full

isogeny φ : E → E′ is then found as the composition φ = (ψ̂′ ◦ ϕ ◦ ψ), where ϕ : E1 → E′
1 is the

subfield isogeny that can be computed in Õ(p1/4) using [132, Algorithm 1].
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From the discussion in Section 4.2, the number of elliptic curves with j ∈ Sp2 we expect to
search over before finding one with j-invariant in Sp is Õ(p1/2). Following Delfs and Galbraith
[132, Section 4], the steps taken in X1(Fp, N) are non-backtracking, meaning that one stores the
current j-invariant, jc, and the previous j-invariant jp. To take the next step, one then chooses
one of the DN,1 − 1 roots of

ΦN (X, jc)/(X − jp)

at random, where ΦN is the modular polynomial of level-N as defined in Section 2.8.1.1. Since N
and DN,1 are fixed and small, it follows that the asymptotic complexity of the search for subfield
j-invariants is Õ(p1/2). Therefore, the bottleneck in the Delfs–Galbraith algorithm is finding the
paths from curves with j ∈ Sp2 \ Sp to the curves with j ∈ Sp. In Chapter 7, we delve into the
Delfs–Galbraith algorithm in greater detail and improve its concrete complexity.

The best quantum attack, due to Biasse, Jao, and Sankar [33], runs in Õ(p1/4). The authors
adapt the Delfs–Galbraith algorithm in the context of quantum computation using the techniques
of Childs, Jao, and Soukharev [82]. More explicitly, by recasting the first step of finding an isogeny
between E and E1 as a search problem and applying Grover’s algorithm, they achieve a quadratic
speed-up.

4.3.2 Algorithms for dimension g ≥ 2

For g ≥ 2, the best classical and quantum attacks are due to Costello and Smith [107], and they
run in Õ(pg−1) [107, Theorem 1] and Õ(

√
pg−1) [107, Theorem 2], respectively.

We will depict the algorithm for g = 2, as this will be sufficient for our purposes. In this
case, Costello and Smith exploit the fact that finding isogenies between products of elliptic curves
is easier than the general problem. Therefore, rather than finding an isogeny between abelian
surfaces A and A′ ∈ J2(Fp) directly, we search for surfaces in E2(Fp).

Given two Fp-isomorphism classes of p.p. abelian surfaces A and A′ ∈ J2(Fp), we find paths
φ : A→ E1 × E2 and φ′ : A′ → E′

1 × E′
2, where E1 × E2, E

′
1 × E′

2 ∈ E2(Fp). As #J2(Fp) = O(p3)

and #E2(Fp) = O(p2), we expect to complete both of these steps using Õ(p) operations. We then
solve the dimension-1 isogeny problem using the Delfs–Galbraith algorithm on input E1 and E′

1

and on input E2 and E′
2 to output the paths ψ1 : E1 → E′

1 and ψ2 : E2 → E′
2 in X1(Fp). Both of

these steps terminate in Õ(p1/2).
If length(ψ1) ≡ length(ψ2) mod 2, we can use these to construct a product path π : E1 ×E2 →

E′
1 × E′

2, as described in [107, Lemma 3]. Otherwise, we fail and return ⊥. The desired path
between A and A′ is then ϕ := φ̂′ ◦ π ◦ φ.

Remark 4.3.3. Only three runs of this procedure are required to successfully return path ϕ.
Indeed, if we instead run the algorithm to find paths ψ1 : E1 → E′

1, ψ2,1 : E2 → E, and ψ2,2 : E →
E′

2, where E : y2 = x3+x has an endomorphism of degree 2, say τ , then we can set ψ2 = ψ2,2 ◦ψ2,1

if length(ψ1) ≡ length(ψ2,1 ◦ ψ2,2) mod 2 and ψ2 = ψ2,2 ◦ τ ◦ ψ2,1, otherwise.

Overall, the cost of the algorithm is Õ(p) bit operations. Chapter 8 will focus on the Costello–
Smith algorithm for g = 2, and improve its concrete complexity. Applying Grover’s algorithm
analogously to the dimension-1 case, we obtain a quantum algorithm that achieves a quadratic
speed-up in runtime.
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Setting our prime to be of size p ≈ 2λ where λ is the security parameter, we see that the
dimension-g superspecial isogeny problem is a good candidate for a cryptographic hard problem.

4.3.3 The isogeny problem with fixed degree

In many cryptographic schemes, additional information is often known and the security of the
schemes is based on variants of Problem 4.3.1. A common restriction is requiring the solution to
have a specific degree (see for example [19, Problem 7]). The guaranteed existence of a solution
satisfying this additional constraint supplies more information about the problem to the attacker,
which may make it easier to solve.

Problem 4.3.4 (The dimension-g superspecial N -isogeny problem). Given a pair of isogenous
superspecial p.p. abelian varieties A1 and A2 of dimension g defined over Fp2 , find a Fp-isogeny
A1 → A2 of degree N .

We first consider the case g = 1. A common classical attack strategy is the generic meet-in-the-
middle attack. For simplicity of exposition, we assume we are given supersingular elliptic curves
E1, E2/Fp2 connected by an isogeny of degree Nk in X1(Fp) for some prime N . The more general
case, where the isogeny has smooth degree, follows similarly. This attack proceeds as follows.
Start by tabulating all possible walks of length ⌊k/2⌋ starting from E1. Then, iterate over the
walks of length ⌈k/2⌉ starting from E2, until finding a collision. We expect to find a collision, and
therefore the isogeny φ : E1 → E2, in O(Nk/2) and with O(Nk/2) storage. Regarding quantum
algorithms, Tani’s claw finding algorithm [305] solves Problem 4.3.4 for sufficiently smooth degrees
N . However, this algorithm assumes an unrealistic cost of accessing quantum memory, which
makes this algorithm more expensive than its classical counterpart, as argued by Jaques and
Schanck [192].

Letting the degree of the isogeny be p1/2+ϵ for 1/2 ≤ ϵ ≤ 3/4, Bencina, Kutas, Merz, Petit,
Stopar, and Weitkämper [22] exhibit a new classical attack, which outperforms meet-in-the-middle.
The authors also improve the best quantum attack in the range 0 < ϵ < 5/2. Furthermore, both
these algorithms are essentially memory-free.

How the hardness of this problem relates to the general supersingular isogeny problem for
dimensions g > 1 is unknown.

4.3.4 The isogeny problem as an endomorphism ring problem

The endomorphism ring problem asks, given a supersingular elliptic curve E, to compute its
endomorphism ring End(E). Wesolowski [318] showed that the endomorphism ring problem and the
dimension-1 supersingular isogeny problem are equivalent under reductions of polynomial expected
time, assuming the generalised Riemann hypothesis (GRH), improving upon known reductions
that relied on a variety of heuristic assumptions [148]. Finding efficient algorithms to compute
the endomorphism ring of a supersingular elliptic curve has been the focus of several works [14,
148, 169, 204]. We highlight in particular, the work by Eisenträger, Hallgren, Leonardi, Morrison,
and Park [148] which gives an algorithm for computing the endomorphism ring of a supersingular
curve that terminates in time O((log p)2p1/2) = Õ(p1/2) (under certain heuristics). Fuselier, Iezzi,
Kozek, Morrison, and Namoijam [169] remove these heuristics and obtain an algorithm running in
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O((log p)2(log log p)3p1/2) = Õ(p1/2). Due to the result by Wesolowski, any improvements to these
algorithms will immediately impact the security of the dimension 1 supersingular isogeny problem.
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Chapter 5

Quaternions in cryptography

This chapter explores how the Deuring correspondence, introduced in Section 3.2, can be used
in cryptography. We begin by translating the general isogeny problem to a problem involving
ideals and maximal orders in a quaternion algebra. Interestingly, this quaternionic problem can be
solved efficiently in polynomial time using the KLPT algorithm. Though the KLPT algorithm was
first developed for cryptanalysis, it has since found many constructive applications. Most notably,
SQIsign, which we introduce in Section 5.2, is an isogeny-based signature scheme built using the
Deuring correspondence and (variants of) the KLPT algorithm.

As before, throughout this chapter, we fix k to be a finite field Fq of prime characteristic p > 5.

5.1 The isogeny problem as a quaternion problem

Using the Deuring correspondence, we can rephrase the isogeny problem as a problem involving
maximal orders and ideals in a quaternion algebra.

Problem 5.1.1 (Quaternion N -isogeny path problem). Let N ⊂ N. Given a maximal order O
and a left O-ideal I, find J ∼ I of norm in N . When N = {N} we recover Section 4.3.3.

5.1.1 The KLPT algorithm

In their seminal 2014 paper, Kohel, Lauter, Petit, and Tignol [203] give a probabilistic algorithm
(usually referred to as the KLPT algorithm) which solves the quaternion N -isogeny path problem
when N = {ℓe : ℓ prime, e ∈ N where e > 7

2 log(p) + ϵ for ϵ > 0} in expected polynomial time,
subject to reasonable heuristics on expected distributions of primes. A variant of this algorithm
where N includes powersmooth norms was also introduced in the original KLPT paper [203,
§4.7], and described in detail by Galbraith, Petit, and Silva [174, §4.3]. The general case is treated
by Leroux [217]. For an excellent exposition of the different KLPT-like algorithms, we refer to [217].

Though it is a purely quaternionic algorithm, it has seen a variety of applications in isogeny-
based cryptography due to the Deuring correspondence. A variant of the KLPT algorithm which
provably terminates in polynomial time (assuming GRH) was the core to showing the equivalence
of the endomorphism ring problem and the isogeny problem [318]. Other versions of the algo-
rithm have also shown to be a key algorithmic tool in constructive applications, such as the GPS
signature [174] and SQIsign [125, 126], amongst others.

At a high-level, to solve Problem 5.1.1, we need to find the solution to norm equations in ideals.
The brilliant idea behind the KLPT algorithm is the observation that finding solutions to norm
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equations in ideals of special extremal orders is easier. Special extremal orders are defined generally
in, for example, [203, §2.3]. For our purposes, it will suffice to know the following example.

Example 5.1.2. Consider p ≡ 3 mod 4. In this case, we have the special extremal order O0 =

⟨1, i, i+j2 , 1+k2 ⟩ with i2 = −1, j2 = −p and k = ij. The order O0 is isomorphic to the endomorphism
ring End(E0) of the elliptic curve with j-invariant 1728 (see Example 3.2.1). This special order
will play an important role throughout this thesis, and we therefore fix the notation O0 and its
corresponding elliptic curve E0. Examples of special extremal orders for other primes appear
in [203].

Remark 5.1.3. When applying the KLPT algorithm throughout this thesis, we set p ≡ 3 mod 4

so that we can fix our special extremal order to be O0 as in Example 5.1.2.

Given a O0-ideal I and some fixed set N , the KLPT algorithm finds an equivalent ideal J ∼ I of
norm in N . For a O0-ideal I and β ∈ I\{0}, the map given in Equation (3.5) outputs an equivalent
ideal J ∼ I of norm nrd(J) = nrd(β)/ nrd(I). So, it suffices to find a non-zero element β ∈ I with
norm in nrd(I)N := {nrd(I)n : n ∈ N}. Therefore, the main goal of the KLPT algorithm is to
solve the norm equation nrd(β) = nrd(I)n for n ∈ N and β ∈ I. An in-depth understanding of
how to find this element β will not be needed for the work in this thesis, and we refer a reader
to [203] or [217, Chapter 3] for more details.

Though the original KLPT algorithm is presented as a probabilistic algorithm, Leroux describes
how it can be made deterministic by fixing an order on the random choices made (see [217, Remark
3.2.8]). For the purposes of this thesis, it will be sufficient to know that KLPT algorithm is an
efficient deterministic algorithm and to know the size of its output, as given by the following
theorem.

Theorem 5.1.4. The KLPT algorithm on input I and N = {ℓe : ℓ prime, e ∈ N} is a determinis-
tic algorithm which runs in heuristic polynomial time in log(p) and log(nrd I) (under certain heuris-
tic assumptions). Furthermore, the norm of the output ideal J satisfies log(nrd J) ≈ 7

2 logℓ(p).

Proof. This is given by, for example, Leroux [217, Proposition 3.2.7]. For more details on the
heuristic assumptions, see [203].

An improvement due to Petit and Smith [260] allows us to reduce the size of the output J to
log(nrd J) ≈ 3 logℓ(p). We usually take ℓ = 2.

Remark 5.1.5. Looking at Theorem 5.1.4, we remark that a big drawback is that the norm of
the output ideal will be large compared to the norm of the optimal solution (which can a priori be
estimated as O(p)). In fact, it is a large source of inefficiency in constructive applications of the
KLPT algorithm, as the norm of the output ideal directly corresponds to the degree of an isogeny
that needs to be computed.

Kohel, Lauter, Petit, and Tignol [203] show that their algorithm can be extended to work for
a O-ideal where O is not necessarily a special extremal order. Take a connecting (O1,O2)-ideal
I, where neither O1 nor O2 are special extremal. To find an equivalent ideal J ∼ I, it suffices to
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find Ji ∼ Ii where Ii is a connecting (O0,Oi)-ideal, for i = 1, 2. Note that Ii exists because all
maximal orders are connected,1 and the Ji can be computed using the KLPT algorithm.

While this algorithm is satisfactory for cryptanalysis, the norm of the output ideal is too large
to be used for constructive purposes. The original version of the KLPT algorithm was used to
construct the GPS signature [174], but it proved to be impractical. This leads to a new generic
KLPT algorithm introduced by De Feo, Kohel, Leroux, Petit, and Wesolowski [125], and later
improved by De Feo, Leroux, Longa, and Wesolowski [126], with the main objective of constructing
SQIsign, a practical signature scheme. For any maximal order O, given a O-ideal I and a (O0,O)-
ideal K of prime norm coprime to nrd (I), the generic KLPT algorithm finds an equivalent ideal
J ∼ I of norm in N . It does so by solving norm equations in the order O∩O0 = Z+ I.2 For more
algorithmic details see [217, §3.3]; for our purposes it is sufficient to understand the runtime and
output size of the generic KLPT algorithm.

Proposition 5.1.6. On input I, a left O-ideal and N = {ℓe : ℓ prime, e ∈ N}, the generic KLPT
algorithm is a deterministic algorithm which runs in heuristic polynomial time in log(p), log(nrd I)
and the bound on coefficients of a basis for O. Furthermore, the norm nrd (J) of the output ideal
J satisfies logℓ(nrd J) ≈ 15

4 logℓ(p).

Proof. This follows from [217, §3.3].

5.2 SQIsign: a signature scheme from isogenies

We now describe the isogeny-based signature scheme SQIsign. SQIsign was introduced by De Feo,
Kohel, Leroux, Petit, and Wesolowski [125], and later improved by De Feo, Leroux, Longa, and
Wesolowski [126]. In June 2023, it was submitted to NIST’s alternate call for post-quantum secure
signature schemes [78].

SQIsign is constructed from a Σ-protocol that proves knowledge of a secret (non-scalar) endo-
morphism α ∈ End(E) for some public curve E. At its core, the prover shows this knowledge by
being able to compute an isogeny ϕ from E to some random curve E′.

5.2.1 Identification Protocol

Following the blueprint laid out in Sections 1.1.3 and 1.1.4, we construct an identification protocol
for the following relation

(5.1) (E,α) ∈ R ⇐⇒ α is a cyclic smooth endomorphism of E.

This relation is hard, as per Definition 1.1.12, assuming the hardness of the supersingular smooth
endomorphism problem.

1This follows from the fact that all maximal orders have the same genus, as discussed by Leroux [217, pg. 34]
or Voight [316, §17.1].

2Such an order O ∩ O0 is called an Eichler order as defined in [316, Definition 23.4.1], and the a proof of the
equality with Z+ I can be found in [125, Proposition 1].
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Problem 5.2.1. The supersingular smooth endomorphism problem asks, given a supersingular
elliptic curve E defined over Fp2 , to find a (non-trivial) cyclic endomorphism of E of smooth
degree.

Random endomorphisms in E can be constructed by taking a random walk E → E′, then finding a
non-zero cyclic endomorphism of E′. Adapting the algorithm by Page and Wesolowski [257], we can
reduce the endomorphism ring problem to Problem 5.2.1. In Section 4.3, we saw the equivalence of
the endomorphism ring problem and the dimension-1 supersingular isogeny problem, whose best
classical attack runs in Õ(p1/2) and best quantum attack runs in Õ(p1/4). Based on this evidence,
the relation R is a hard relation (as defined in Definition 1.1.12).

We first give a high-level description of the identification protocol (constructed as a Σ-protocol
for the hard relation R) between a prover P and verifier V below. Fix a prime number p ≈ 2λ, for
security parameter λ, and supersingular elliptic curve E0/Fp2 with known endomorphism ring O0.
Fix e ∈ N. The ID scheme proceeds as follows:

• (pk, sk) $←− Gen(1λ): Compute an φsk : E0 → Epk, with corresponding public key Epk. Output
key pair pk := Epk and sk := φsk.

• P(pk, sk) ⇋ V(pk): A 3-move interactive protocol between P and V defined as follows.

1. P generates a random commitment isogeny φcom : E0 → Ecom of smooth degree Dcom,
and sends Ecom to V.

2. V computes a random challenge isogeny φchall : Ecom → Echall of smooth degree Dchall,
and sends φchall to P.

3. P uses the knowledge of φcom and φchall to compute the response isogeny φresp : Epk →
Echall of degree 2e.

V outputs accept if φresp is an isogeny from Epk to Echall of degree 2e, and φ̂chall ◦ φresp is
cyclic. Otherwise, V outputs reject.

E0 Ecom

Epk Echall

φsk

φresp

φchall

φcom

Figure 5.1: The SQIsign protocol with three phases: commitment φcom, challenge φchall, and response
φresp.

We now describe each phase in more detail. For the setup, we take p ≡ 3 mod 4 and use the
curve E0 : y2 = x3 + x, as in Example 3.2.1.

Key Generation. Sample a random secret left O0-ideal Isk of secret prime norm Dsk. This ideal
will be used by P in the response phase. Next, we compute an equivalent ideal Jsk ∼ Isk whose norm
is a power-of-2 using KeyGenKLPT, a variant of the original KLPT algorithm from Theorem 5.1.4
which follows a similar structure but is specialised to the application of key generation. For more
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details, we refer to Algorithm 14 in [78]. Translate Jsk to the corresponding isogeny φsk : E0 → Epk

using the ideal-to-isogeny procedure from Section 3.2.1. The prover P outputs sk := (Isk, Jsk, φsk)

and pk := Epk.

Commitment, Challenge, Response. We first compute the commitment ideal Icom of norm
Dcom and the corresponding isogeny φcom : E0 → Ecom, using an execution of the algorithm
IdealToIsogenyDcom

(Algorithm 3.1). After receiving the challenge isogeny φchall, we use the isogeny-
to-ideal routine from Section 3.2.3 to obtain the corresponding ideal Ichall. The response phase
proceeds as follows. We construct an equivalent ideal J ∼ Isk · Icom · Ichall of norm 2e using
SigningKLPT. The algorithm SigningKLPT is a variant of the generic KLPT algorithm from Propo-
sition 5.1.6 (with ℓ = 2), stemming from security considerations: (a) the output in SigningKLPT
has constant norm 2e (so that it does not depend on the secret); and (b) randomisation is intro-
duced into SigningKLPT to ensure a good distribution of the output ideals. For more details, we
refer to Algorithm 17 in [78]. We fix e ≈ 15

4 log(p) in the setup, as this is the expected output size
of the generic KLPT algorithm. Explicitly, the NIST submission takes e = ⌈ 154 log(p)⌉ + 25 [78,
§7.2.3]. This procedure is repeated until J corresponds to a cyclic isogeny.3 Afterwards, the prover
P computes the corresponding isogeny φresp : Epk → Echall with the ideal-to-isogeny algorithm
from Section 3.2.2, using knowledge of an isogeny φsk : E0 → Epk and ideal Jsk. Finally, P outputs
response φresp.

Verification. The main bottleneck of verification is the computation of the response isogeny φresp,
which has degree 2e where e ≈ 15

4 log(p). For example, for NIST Level I security we have e ≈ 900.
To ensure isogeny computations remain over Fp2 , we decompose φresp as φg ◦ · · · ◦ φ1, where each
φi is of degree (dividing) 2f , g = ⌈e/f⌉, and f ∈ N is maximal such that 2f | p2 − 1. We delay a
more detailed discussion of verification to Chapter 11, where we explore new ways to accelerate it.

Correctness follows straightforwardly from the correctness of the algorithms involved in the key
generation and interactive protocol. Most notably, the correctness of SigningKLPT follows similarly
to the correctness of the generic KLPT algorithm in Proposition 5.1.6. For more details see [217,
Proposition 5.3.5].

5.2.1.1 Special soundness

We show that the underlying Σ-protocol is special sound, as defined in Definition 1.1.9. We
follow De Feo, Kohel, Leroux, Petit, and Wesolowski [125, §3.2].

Proposition 5.2.2. Assuming the hardness of Problem 5.2.1 (when E is restricted to be the public
key of the ID scheme), the identification scheme described above is special sound.

Proof. Suppose we are given two transcripts (Dcom, φchall, φresp) and (Dcom, φ
′
chall, φ

′
resp). If φchall ̸=

φ′
chall then we construct α = φ̂′

resp◦φ′
chall◦φ̂chall◦φresp : Epk → Epk. As φ̂chall◦φresp and φ̂′

chall◦φ′
resp

are non-cyclic by [125, Lemma 2], α is a non-scalar endomorphism of Epk of smooth degree, and
is therefore a witness for the relation in Equation (5.1), where E a public key of the ID scheme.
As φchall = φ′

chall with negligible probability, we get the statement of the theorem.
3The left O-ideal J corresponds to a cyclic isogeny if for all primes N we have J ⊈ NO.
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We remark that to reduce the general isogeny problem to the smooth endomorphism problem
in Problem 5.2.1 when E is restricted to be the public key of the ID scheme, we must assume that the
public keys are computationally indistinguishable from the uniform distribution on supersingular
elliptic curves [257, §8.2].

5.2.1.2 Honest verifier zero-knowledge

Proving honest verifier zero-knowledge is harder and relies on the output distribution of the Sign-
ingKLPT. Indeed, the KLPT algorithm is needed for computing the response: although setting
φresp = φchall ◦ φcom ◦ φ̂sk gives an isogeny from Epk to Echall, this leaks the secret φsk. Fur-
ther, this is not a valid response, since the composition with φ̂chall is not cyclic. More precisely,
zero-knowledge relies on the assumption that the distribution of signatures is computationally in-
distinguishable from random isogenies of the same degree from the curve Epk. This is a new, more
ad-hoc assumption, see Problem 14 in [126]. We omit an in-depth discussion on zero-knowledge as
it will not be necessary for this thesis, and refer an interested reader to the original SQIsign arti-
cles [125, 126]. We simply remark that there have, thus far, been no specialised attacks that exploit
this newer assumption that are better than simply recovering the secret isogeny [125, Appendix
B].

5.2.2 SQIsign: the signature scheme

We now detail how the identification protocol of Section 5.2.1 can be transformed into a signature
scheme using the Fiat–Shamir transform, as detailed in Section 1.1.4. The resulting signature
scheme is called SQIsign.

We first require a cryptographic hash function that outputs an isogeny of degree D =
∏n
i=1 ℓ

ei
i .

It is constructed as follows. Let H : {0, 1}∗ → [1, µ(D)] be a cryptographic hash function, where
µ(D) =

∏n
i=1 ℓ

ei−1
i (ℓi + 1). From the output of H, say s ∈ [1, µ(D)], we use the function FD(E, s)

to map s to non-backtracking sequences of isogenies of total degree D starting at E. This function
is a generalisation of the CGL hash function [76] given by De Feo, Saint Guilhem, Fouotsa, Kutas,
Leroux, Petit, Silva, and Wesolowski [128, §3.1].

The signature scheme SQIsign is defined as the triple (KGen,Sign,Verify) of polynomial time
algorithms defined (at a high-level) as follows. For the setup, fix p ≡ 3 mod 4, supersingular curve
E0 : y2 = x3 + x, and e ∈ N with e ≈ 15

4 log(p).

• (vk, sk) $←− KGen(1λ): Fix a cryptographic hash function H : {0, 1}∗ → [1, µ(Dchall)]. Run
the key generation algorithm (Epk, φsk)← Gen(1λ) of the underlying ID scheme, and output
verification key vk := (H, Epk) and signing key sk := (φsk,H, Epk).

• σ
$←− Sign(sk,m): The signing algorithm performs a run of the underlying Σ-protocol by

parsing sk as (φsk,H, Epk) and computing the commitment φcom : E0 → Ecom. Then,
it computes the challenge φchall of degree Dchall by running FDchall(Ecom, s) where s =

H(j(Ecom),m). Finally, it computes the response isogeny φresp as in the ID scheme, and
returns σ := (Ecom, φresp) as a signature on m.
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• accept/reject ← Verify(vk, σ,m): The verification algorithm parses vk as (H, Epk) and σ

as (Ecom, φresp), and uses s′ = H(j(Ecom),m) to compute φ′
chall = FDchall(Ecom, s

′) : Ecom →
E′

chall. It will return accept if φresp is an isogeny from Epk to E′
chall of degree 2e, and

φ̂chall ◦ φresp is cyclic. Otherwise, it outputs reject.

As SQIsign is constructed from a Σ-protocol for a hard relation (and therefore a passively
secure ID scheme by Theorem 1.1.13), by Theorem 1.1.16 we have that SQIsign is correct and
is unforgeable under chosen-message attacks in the random oracle model assuming the hardness
of Problem 5.2.1 and the problem underlying the zero-knowledge property, given more explicitly
in [126, Problem 14].

In the discussion above, we have not detailed how we represent the signature (Ecom, φresp).
SQIsign uses supersingular elliptic curves of Montgomery form E : y2 = x(x2+Ax+1). Therefore,
after normalising the elliptic curve so that we fix representative of the Fp-isomorphism class,
we can represent Ecom by its coefficient A ∈ Fp2 . One way to represent φresp is by the kernel
points K1, . . . ,Kg generating isogenies φ1, . . . , φg, respectively, such that φresp = φg ◦ · · · ◦ φ1,
and computing the corresponding isogenies with Vélu’s formulæ or

√
élu. This will be sufficient

for uncompressed signatures, however there are techniques we can use to compress the signatures
further, as we will detail in Chapter 11.

5.2.2.1 Attack avenues

The possible avenues of attack for SQIsign are as follows [78, §9]:4

• Endomorphism ring and general isogeny computation: We discuss this extensively in Sec-
tion 4.3.1 and Section 4.3.4. The best classical and quantum attacks run in Õ(p1/2) and
Õ(p1/4), respectively.

• Key recovery: In SQIsign, the secret isogeny φsk has secret prime degree bounded by Bsk.
We set Bsk ≈ p1/4 so that the number of such isogenies is close to p1/2. As Bsk is small
enough, the best attack is an exhaustive search, i.e., an attacker computes all isogenies of
degree smaller than Bsk and compares their codomain curve with Epk. Classicaly, this runs
in Θ̃(p1/2). Quantumly, we can apply Grover’s algorithm which yields a quadratic speed-up
at best.

We could also recover the secret key by first computing the commitment isogeny φcom : E0 →
Ecom. With φcom, the challenge isogeny φchall and the signature isogeny φresp, we can obtain
an isogeny from E0 to Epk, giving us an equivalent key that is sufficient to sign. As Dcom

is smooth, we run a meet-in-the-middle strategy which costs Õ(D
1/2
com), though with high

memory requirements. Applying Grover’s algorithm to this, we obtain a quantum attack
costing at least Õ(D

1/4
com).

• Soundness/Forgery attacks: As discussed in Section 5.2.1.1, breaking soundness of the under-
lying ID protocol reduces to finding one non-trivial endomorphism of Epk. The best classical
attack costs Õ(p1/2), and best quantum attack runs in Õ(p1/4).

4We do not consider side-channel attacks in this thesis.
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An attacker can forge a signature by first generating a random isogeny σ : Epk → Echall of
expected degree of the signature and a random isogeny φ̂ : Echall → Ecom of degree Dchall,
and hoping that H(j(Ecom),m) is consistent with the challenge isogeny. The cost of this
attack is Õ(Dchall) classically and Õ(D

1/2
chall) quantumly.

• Zero-knowledge: To attack zero-knowledge of the underlying ID scheme, the best we can do is
recover the secret isogeny. Using this secret key, one can then trivially distinguish signatures
from random isogenies of the same degree originating at Epk. As we have already argued,
the cost of computing the secret isogeny is Õ(p1/2) classically and Õ(p1/4) quantumly.

5.2.2.2 Parameter selection

Let us turn now to the parameter selection of SQIsign. Taking into account the possible avenues
of attack, we want to choose SQIsign parameters that offer at least λ bits of security against all
classical attacks and λ/2 bits of security against all quantum attacks. We therefore have the
following requirements for security level λ:

• The prime p satisfies log(p) ≈ 2λ with p ≡ 3 mod 4.

• The secret isogeny φsk is chosen with (secret) degree a prime bounded by Bsk = 2λ/2.

• The degree of φcom should be of size roughly 22λ ≈ p.

• The degree of φchall should be of size roughly 2λ ≈ p1/2.

There are more restrictions imposed to increase the efficiency of SQIsign. The bottleneck of SQIsign
is the computation of isogenies. By Equation (4.1) and Equation (4.2), for a supersingular curve
E/Fp2 , we have #E(Fp2) = (p± 1)2 and #Et(Fp2) = (p∓ 1)2. To use x-only arithmetic over Fp2 ,
SQIsign restricts to computing isogenies of smooth degree N | (p2 − 1). Finding SQIsign-friendly
primes reduces to finding primes p with p2−1 divisible by a large, smooth number. More explicitly,
for a security level λ, we also have the following restrictions:

• We perform signing in ⌈e/f⌉ isogeny blocks of degree 2f . The bottleneck of this is the
generation of kernel points for each of the 2f -isogenies, and so we require f to be as large as
possible such that 2f | p+ 1 to reduce the number of kernel point generations.

• Recall from Section 3.2.2 that for signing we need a smooth odd factor T | (p2 − 1) of size
roughly p5/4.

• The degrees Dcom and Dchall should be coprime. We usually fix that Dcom | T and Dchall |
2f3g for the efficiency of challenge generation.

To achieve NIST Level I, III, and V security, we set the security parameter as λ = 128, 192, 256,
respectively. Concretely, this means that, for each of these security parameters, we have log(p) ≈
256, 384, 512, and log(T ) ≈ 320, 480, 640, with f as large as possible given the above restrictions.
Finding SQIsign-friendly parameters is a difficult problem that will be the focus of Chapter 10.
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Chapter 6

Overview of Literature and Contribu-

tions

In this chapter, we review the relevant literature and summarise the main contributions of this
thesis.

Remark 6.0.1. We acknowledge this literature review is appearing unusually late in the thesis.
This choice was made due to the fact that the literature relevant to this thesis is quite (mathemat-
ically) technical for a general cryptographic audience, and can be more easily discussed after the
preliminaries.

6.1 Foundations

The use of isogenies in cryptography dates back to elliptic-curve cryptography (ECC), which con-
structs public-key cryptography based on elliptic curves over finite fields. ECC started in the
1980s by Miller [236] and Koblitz [202] who first suggested the use of elliptic curves to construct a
Diffie-Hellman key exchange protocol with security based on the hardness of the discrete logarithm
problem in elliptic curves groups. This field gained popularity after Schoof [280] developed an ef-
ficient algorithm to compute the order of elliptic curves over Fq. This enabled the construction of
an elliptic curve E so that the discrete logarithm problem in E(Fq) is hard. Schoof’s algorithm
was later improved by Elkies [149] and Atkins [279] from O(log(q)5+ϵ) to O(log(q)4+ϵ), giving the
Schoof–Elkies–Atkins algorithm. The key tool to this improvement are isogenies. Isogenies have
also seen applications in the cryptanalysis of ECC [191].

The real power of isogenies in cryptography, however, was seen through the advent of isogeny-
based cryptography. Though invented in the 2000s, this field only gained traction in the late
2010s due to increased interest in constructing post-quantum secure cryptoschemes. Isogeny-based
cryptography is a promising type of post-quantum secure cryptography, which gives schemes that
have small communication cost.

6.1.1 Computation of isogenies

We begin by providing an overview of work that deal with the efficient computation of isogenies.
We focus in particular on the case most relevant to cryptography: A is a p.p. abelian variety
(of dimension 1 or 2) defined over a finite field Fq of prime characteristic p. In light of the
correspondence between finite subgroups G ⊆ A(Fp)[N ] and N -isogenies with domain A, it is
natural to ask whether this correspondence is effective.

97



Question 6.1.1. Given the description of a subgroup G ⊆ A(Fp)[N ], where N is coprime to p,
can we efficiently compute the corresponding (N, . . . , N)-isogeny φ : A→ A/G with kernel G?

As we can decompose isogenies into their prime degree components, it suffices to answer this
question for prime N . When A is an elliptic curve in Weierstrass form, this question was answered
by Vélu. Given an N -torsion point P generating the kernel of an N -isogeny, Vélu [314] gives an
O(N) algorithm to compute the image of the isogeny as well as push points through the isogeny.
This was improved for large enough N by Bernstein, De Feo, Leroux, and Smith [27] who present
an algorithm, called

√
élu that runs in Õ(

√
N). Other works have optimised N -isogeny formulæ

for different forms of elliptic curves, including Montgomery curves [102, 266], twisted Edwards
curves [234, 243], and Hessian curves [54, 114].

Alternative approaches to computing N -isogenies have been considered that do not require a
point of order N that generates the kernel, for example, by using modular polynomials or division
polynomials. Castryck, Decru, and Vercauteren [73] introduced a new approach using elliptic
curves in Tate normal form to give radical formulæ for computing isogenies. This method is fully
deterministic and completely avoids generatingN -torsion points. The authors give explicit formulæ
for the coordinates of an N -torsion point P ′ on the codomain of a cyclic N -isogeny φ : E → E′,
such that composing φ with E′ → E′/⟨P ′⟩ yields a cyclic N2-isogeny, for N ≤ 13. As such, this
method is particularly useful when computing chains of N -isogenies. Chi-Domínguez and Reijnders
[80] tailor this method for use in cryptography by making the formulæ fully projective (therefore
avoiding field inversions) and constant time. Onuki and Moriya [251] give radical isogenies for
elliptic curves in Montgomery form for N = 3, 4. Castryck, Decru, Houben, and Vercauteren [71]
extend to N ≤ 17 and all prime powers in 18 ≤ N ≤ 37. More recently, Decru [129] provides
explicit radical N -isogeny formulæ for all odd integers N , giving a highly efficient method to
compute a long chain of N -isogenies.

Moving to dimension 2, the situation is more difficult. For small N , there has been extensive
research into the computation of (N,N)-isogenies between Jacobians of genus-2 curves. The case
N = 2 is the most well understood. Explicit formulæ for computing (2, 2)-isogenies date back to
Richelot [269], and were re-developed in modern language by Bost and Mestre [50] and Cassels
and Flynn [66, §3].

For larger N , the most efficient methods arise from working instead on Kummer surfaces. In
this setting, Bruin, Flynn, and Testa [58], Nicholls [248], and Flynn [157] gave formulæ forN = 3, 4,
and 5, respectively. Flynn and Ti revisited the formulæ for N = 3 in a cryptographic context [159],
and Decru and Kunzweiler [130] further optimised these formulæ. A line of works by Bisson, Cosset,
Lubicz, and Robert [35, 96, 224, 272, 273] uses the theory of theta functions [245] to provide efficient
algorithms for any odd N and arbitrarily high dimensional abelian varieties. The AVIsogenies

software package based on their results is publicly available [36]. Dartois, Maino, Pope, and Robert
[117] revisited these techniques in the context of cryptography to efficiently compute chains of (2, 2)-
isogenies between products of elliptic curves in the theta model. In Chapter 9, we delve deeper into
literature surrounding the topic of computing (N,N)-isogenies, where we exhibit a general method
for computing (N,N)-isogenies between fast Kummer surfaces. In particular, Chapter 9 focuses on
the case N = 3: we develop a highly optimised algorithm for computing chains of (3, 3)-isogenies
that outperforms those in the literature by at least a factor of 8.
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6.1.2 Hard Homogeneous Spaces

The use of isogenies in cryptography was first introduced independently by Couveignes [108]
and Rostovtsev and Stolbunov [275]. Couveignes introduced the notion of a hard homogeneous
space (HHS) [108]. At a high level, a HHS is a commutative group G that acts on the set X, i.e.,
given an element α ∈ G we can efficiently compute its action [α]⋆x for all x ∈ X, but inverting this
action is computationally hard for any x. Couveignes instantiated a HHS using ordinary elliptic
curves E defined over Fq, observing that the class group Cl(O) of the ring of integers O of imag-
inary quadratic field Q(

√
d) (for some d < 0) acts commutatively on the set of ordinary elliptic

curves with endomorphism ring O. Couveignes then showed how to construct a Diffie–Hellman-like
non-interactive key exchange from this HHS. Rostovtsev and Stolbunov [275] proposed a public
key encryption scheme based on the same HHS, later followed by Stolbunov [299] who proposed
a non-interactive key exchange, similar to that described by Couveignes. The commutative group
action leads to a sub-exponential classical attack due to Childs, Jao, and Soukharev [82], which
adapts the Kuperberg’s quantum algorithm for the hidden shift problem. As such, protocols built
from this HHS are very inefficient, even after implementing the speed-ups due to De Feo, Kieffer,
and Smith [124].

Following this, Castryck, Lange, Martindale, Panny, and Renes [74] constructed a more practi-
cal HHS using supersingular elliptic curves defined over Fp called CSIDH. As CSIDH is a restricted
HHS, i.e., the structure of the group G is not known, the group action can only be efficiently
evaluated for a subset of elements. Beullens, Kleinjung, and Vercauteren [32] address this by con-
structing another isogeny-based HHS, called CSI-FiSh, by explicitly computing the structure of G
for the NIST Level I parameter set. However, both CSIDH and CSI-FiSh are still vulnerable to
sub-exponential quantum attacks. Recent strides in the quantum cryptanalysis of CSIDH by Bon-
netain and Schrottenloher [44] and Peikert [258] have called the original CSIDH parameter sets into
question, meaning larger parameters may have to be used [77]. A lot of research in the field has
thus focused on making CSIDH more practical [68, 73, 234]. More recently, a new isogeny-based
HHS called SCALLOP [120] aims to obtain a (non-restricted) HHS for higher security levels using
oriented elliptic curves.

Alamati, De Feo, Montgomery, and Patranabis [3] introduce a framework to formalise HHSs,
and instead use the terminology cryptographic group action. The authors demonstrate the utility
of this framework by using it to construct several new primitives, such as a Naor–Reingold style
pseudorandom function. HHSs have also been used extensively (both directly and indirectly) to
construct cryptographic primitives such as signatures [32, 74, 112, 122, 131], secret sharing [7, 8, 30,
127], ring signatures [31], oblivious pseudorandom functions [41, 276], and blind signatures [199].
This framework will not be pertinent to this work as we focus instead on supersingular curves
defined over Fp2 , where we do not have this commutative group action.

6.1.3 Supersingular isogeny Diffie–Hellman

Supersingular elliptic curves were introduced to cryptography by Charles, Goren, and Lauter [76],
who created a hash function based on the Ramanujan property of the supersingular isogeny graph.
To combat the disadvantages of the CRS scheme, De Feo, Jao, and Plût [123] proposed a key ex-
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change scheme called Supersingular Isogeny Diffie–Hellman (SIDH). SIDH follows in the footsteps
of the CGL hash function and uses supersingular elliptic curves over Fp2 to create a Diffie–Hellman-
like key exchange protocol. As the endomorphism rings of supersingular elliptic curves are maximal
orders in the quaternion algebra Bp,∞, there is no commutative group action and SIDH is not sus-
ceptible to the sub-exponential classical attack [82]. Due to this non-commutativity, the image of
certain points under the isogeny needs to be provided as auxiliary input during the key exchange.
As a result, the security of SIDH is based on a variant of the general isogeny problem, called the
supersingular computational Diffie–Hellman problem, whose security was not well-understood at
the time it was proposed.

Problem 6.1.2. Fix a base curve E0 with j(E0) = 1728.1 Let φA : E0 → EA be an isogeny whose
kernel is generated by KA = [mA]PA + [nA]QA, where mA, nA chosen at random from Z/NeA

A Z
and not both divisible by NA. We similarly define an isogeny φB : E0 → EB with kernel generator
KB = [mB ]PB + [nB ]QB . Given the curves EA, EB and the torsion points images

ϕA(PB), ϕA(QB), ϕB(PA), ϕB(QA),

find the j-invariant of EA,B = E0/⟨KA,KB⟩. We depict this in Figure 6.1.

E0 EA = E0/⟨KA⟩

EB = E0/⟨KB⟩ EA,B = E0/⟨KA,KB⟩

φA

φB

Figure 6.1: A depiction of Problem 6.1.2. The data in red is secret, in black is public and in blue is the
data the problem asks for.

Galbraith, Petit, Shani, and Ti [173] gave a polynomial-time active attack against SIDH with
static keys using the additional torsion point information revealed during the key exchange. To
protect against this attack, a variant of the Fujisaki–Okamoto transformation [167] due to Hofheinz,
Hövelmanns, and Kiltz [181] is applied to SIDH to make it a secure key encapsulation mechanism
called SIKE [10]. The initial proposal by De Feo, Jao and Plût was mostly theoretical in nature,
taking around 50ms per key exchange. Costello, Longa, and Naehrig [104] introduced new al-
gorithms for SIDH that significantly improved its performance and illustrated its potential as a
practical post-quantum key exchange candidate. This lead to the submission of SIKE to NIST’s
standardisation effort [310] for post-quantum secure key encapsulation mechanisms and signature
schemes.

Following this, there was an increase in research on supersingular elliptic curves for cryptogra-
phy. A large part of this research tackled the inefficiency drawbacks of SIDH compared to other
types of post-quantum secure KEMs, such as the lattice-based alternative Kyber [47] that has since
been standardised by NIST. We highlight in particular a work by Costello [99], which introduced
a variant of SIDH, called B-SIDH, built using a new framework for instantiating isogeny-based

1Recall that such curve has known endomorphism ring – see Example 3.2.1.
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cryptography to work with both an elliptic curve and its quadratic twist. Costello noted that
restricting operations to the x-line on both sets of twists allows all arithmetic to be carried out
over Fp2 as usual. We remark that this idea was first mentioned in De Feo’s habilitation [118].

6.2 SIDH is broken

The security of SIDH rests upon a variant of the general isogeny problem, where the attacker knows
both the degree of the secret isogenies and the images of certain points under the secret isogenies.
Revealing this torsion point information proved to be a great weakness to the security of SIDH.

The first line of works that exhibited this was pioneered by Petit [259], and exploits the torsion
point images to give new classical attacks against unbalanced variants of SIDH. Within the context
of SIDH, the degrees of Alice and Bob’s secret isogenies in Problem 6.1.2 are A ≈ B ≈ √p. When
the degrees of the isogenies are unbalanced, namely B > A4 > p4, Petit [259, Prop. 2] showed that
one can exploit the torsion point information to recover one of the secret isogenies. Martindale and
Panny [228] present a number of avenues towards breaking SIDH that proved to be unsuccessful.
One such direction was attempting to apply Petit’s attack to balanced SIDH parameters. In
2021, Quehen, Kutas, Leonardi, Martindal, Panny, Petit, and Stange [262] improve and extend
Petit’s attacks. Séta [128] is a public-key encryption scheme that is constructed from a new family
of trapdoor one-way functions, where the inversion algorithm uses these torsion attacks on SIDH.
Kutas, Merz, Petit, and Weitkämper [211] further showed that unbalanced variants of SIDH were
susceptible to a subexponential quantum attack using the torsion point information revealed in
the protocol.

In August 2022, polynomial attacks against Problem 6.1.2 were announced independently
by Castryck and Decru [67] (who rely on the special starting curve used in SIKE), and Maino
and Martindale, later joined by Panny, Pope and Wesolowski [227] (who give a sub-exponential
attack when the starting curve is arbitrary). The attacks were then extended by Robert [271], who
gives a polynomial time attack for arbitrary starting curve and for abelian varieties of arbitrary
dimension. In particular, after this wave of attacks, any protocol whose security relied on the
isogeny problem with revealed torsion point information was completely broken. This includes
SIDH/SIKE and its variants such as B-SIDH, and Séta.

The attacks heavily rely on the extra information provided to the adversary in Problem 6.1.2,
namely: the degree of the secret isogenies and the torsion point images. Preliminary counter-
measures have been proposed by Fouotsa, Moriya, and Petit [160], later improved by Basso and
Fouotsa [18], which prevent the attacks by masking one of these pieces of data in the SIDH proto-
col. However, the countermeasures come at the expense of a decrease in efficiency and increase in
communication cost.

More recently, De Feo, Fouotsa, and Panny [121] explore modular isogeny problems where
the torsion information is masked by the action of a group of 2 × 2 matrices, giving reductions
between these problems and classifying them by their hardness. For example, when the matrix is
the identity matrix, we recover the SIDH hardness assumption.
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6.3 Constructions

It is important to emphasize that the hardness of the general superspecial isogeny problem in
dimension g, where no torsion point information is revealed, is unaffected by these attacks. There-
fore, the security of isogeny-based signature SQIsign, introduced in Section 5.2, and variants is
unaffected. Recall from Section 4.3 that the best classical and quantum attacks against the more
general problem in dimension 1 run in Õ(p1/2) [132] and Õ(p1/4) [33], respectively. In Chapter 7,
we study the concrete complexity of the Delfs–Galbraith algorithm, and give a new classical attack
SuperSolver with improved concrete complexity.

6.3.1 SQIsign

Tangential to the line of work focusing on SIDH and CSIDH, Galbraith, Petit, and Silva [174] give
the first constructive application of the Deuring correspondence and the KLPT algorithm [203]:
an identification protocol whose security is based on the hardness of the endomorphism ring prob-
lem. Using the Fiat–Shamir transform, one can obtain a post-quantum secure signature scheme,
often referred to as the GPS signature. Though this signature showed the feasibility of such a
construction, it remains mainly theoretical with no accompanying implementation (to the best of
this author’s knowledge). A primary obstacle to the practicality of the identification scheme is the
binary challenge space {0, 1}, as this means the protocol must be repeated O(λ) times to achieve
negligible soundness error, where λ is the security parameter.

Following in the footsteps of the GPS signature, De Feo, Kohel, Leroux, Petit, and Wesolowski
[125] present SQIsign, a new KLPT-based signature scheme. Whilst the GPS signature relies on the
original KLPT algorithm that is efficient for special maximal orders (see Theorem 5.1.4), SQIsign
uses a generic variant of the KLPT algorithm that works for arbitrary maximal orders and with
smaller output size than the original proposal (see Proposition 5.1.6). Using these new tools,
the authors are able to construct an identification scheme with an exponentially sized challenge
space, and from it obtain a practical signature scheme from quaternions and isogenies. SQIsign
signatures are an order of magnitude smaller than all other post-quantum isogeny-based signature
schemes in terms of combined signature and public key sizes. For NIST-I security, key generation
and verification times are reasonable, taking around 0.6s and 50ms respectively. On the other
hand, signing requires around 2.5s. The inefficiency of signing is largely due to the conversion
from ideals of a maximal order in the quaternion algebra Bp,∞ to isogenies between supersingular
elliptic curves, which is polynomial time but expensive in practice. De Feo, Leroux, Longa, and
Wesolowski [126] develop new algorithms for this translation, obtaining a two-fold improvement on
signing time (see Section 3.2.2). Lin, Wang, Xu, and Zhao [221] introduce further improvements
to the SQIsign software, which lead to a speed-up of 5.5%, 8.8% and 25.3% for key generation,
signature and verification, respectively. However, SQIsign still remains far slower than other post-
quantum secure signatures based on, for example, lattices [140, 161]. In Chapter 11, we accelerate
SQIsign verification to make it as competitive as possible. In particular, we make verification 2.1

times faster, or up to 3.4 times when using size-speed trade-offs, compared to the state-of-the-art
implementation of SQIsign [126], without majorly degrading the performance of signing.

SQIsign suffers from another major drawback: the complicated parameter selection. As dis-
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cussed in Section 5.2.2, for the algorithms involved in SQIsign signing and verification to be as
efficient as possible, we place heavy restrictions on the prime p. At its essence, the problem re-
duces to finding a prime p such that p2 − 1 has a large enough smooth factor. However, this has
proven to be a difficult task that has spurred a new line of research [99, 105, 128]. Finding such
primes was also required to find parameters for (the now broken) B-SIDH and Séta, and was the
main focus of these three earlier works. We extend this work in Chapter 10, targetting SQIsign
more specifically. In particular, we introduce a new method for prime finding combining the CHM
algorithm [86] with a ‘boosting’ method, exploiting the fact that SQIsign does not require p2−1 to
be fully smooth. More recently, Sterner [296] obtains primes p with p2 − 1 achieving the smallest
smoothness bound in the literature. However, the parameters given in this work are not suitable
for SQIsign as it is hard to enforce p2 − 1 to be divisible by a large power of 2 and 3, as needed
for the degree of the challenge and response isogeny. In joint work with Eriksen, Meyer, and
Rodríguez-Henríquez [277], we focus particularly on obtaining SQIsign-friendly parameters for all
NIST security levels.

Algorithmically, SQIsign is very different from SIDH/SIKE in its reliance on quaternionic al-
gorithms and exploiting the effective Deuring correspondence. With respect to security, the iden-
tification protocol underlying SQIsign is sound under the endomorphism problem, a fundamental
problem in isogeny-based cryptography which is equivalent to the general supersingular isogeny
problem, as shown by Wesolowski [318]. In contrast, its zero-knowledge property relies on the hard-
ness of a new ad-hoc problem based on the output distribution of the KLPT variant used in signing
(see Section 5.2). Despite this, as no torsion point information is released in the construction of
SQIsign, neither of these problems are susceptible to the SIDH/SIKE attacks. In 2023, SQIsign
was submitted to NIST’s new call for post-quantum secure signature schemes; SQIsign (NIST) is
currently the only isogeny-based candidate that has progressed to Round 2.

6.3.2 Moving to higher dimensions

While almost all research in isogeny-based cryptography has focused on elliptic curves and the
isogenies between them, there has been some interest in using higher dimensional varieties in
cryptography.

The conjectured hardness of the general superspecial isogeny problem (see Problem 4.3.1 with
g ≥ 2) underlies the security of higher dimensional isogeny-based cryptography. The best classical
and quantum attacks are due to Costello and Smith [107] and run in Õ(pg−1) and Õ(p(g−1)/2),
respectively. In Chapter 8, we give an optimised implementation of the classical attack for g = 2,
and determine its concrete complexity. Further to this, we introduce SplitSearcher, a new classical
attack with reduced concrete complexity. We remark that our new dimension-1 attack SuperSolver
from Chapter 7 and SplitSearcher follow the same general strategy. At the beginnning of Part II,
we formalise this strategy, paving the way for future work in this area.

In 2018, Takashima [303, §4.2] made a concrete proposal for a CGL-like hash function in
dimension 2 built from Jacobians of supersingular genus-2 curves and (2, 2)-isogenies between them.
From each Jacobian, there are 14 possible non-backtracking isogenies one can take. As pointed out
by Flynn and Ti [159, §2.3], however, the hash function is not collision-resistant due to an inherent
presence of small cycles in the corresponding isogeny graph. This was repaired by Castryck, Decru,
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and Smith [72] by introducing the concept of a good extension. This reduces the number of possible
outgoing isogenies to 8. Furthermore, they argue that the correct generalisation of supersingular
elliptic curves to higher dimensions is superspecial p.p. abelian varieties. Decru and Kunzweiler
[130, §6] and Castryck and Decru [70] proposed new variants of this hash function by using (3, 3)-
isogenies. In Chapter 9, we improve on the efficiency of these proposals by introducing a new hash
function KuHash, built from our efficient (3, 3)-isogenies between fast Kummer surfaces.

6.3.3 Constructions from the SIDH attack

Remarkably, the SIDH/SIKE attacks have shown to be a powerful constructive tool and have
demonstrated that higher dimensional isogenies are an indispensable tool in constructing isogeny-
based cryptosystems. We conclude this chapter by discussing a new wave of research using these
attacks constructively, signalling a new era for isogeny-based cryptography from superspecial p.p.
abelian varieties.

The formulation of the SIDH/SIKE attack due to Robert [271] exhibited a powerful technique,
namely how to embed an isogeny of elliptic curves of large degree into an isogeny of smoother degree
between higher dimensional abelian varieties. A key parameter for the efficiency of this embedding
is the dimension: Robert showed that 8 dimensions is always sufficient. As the cost of computing
isogenies increases exponentially with dimension, applications aim to limit the dimension to 2 or 4.
As consequence of this breakthrough result, we now have a new way to represent isogenies; it is the
first representation that can describe non-smooth isogenies between any two elliptic curves. With
impressive strides towards optimising the implementation of (2, 2)-isogenies in dimension two [117]
and (2, 2, 2, 2)-isogenies in dimension four [115] using formulas derived from theta structures, this
new representation is efficient.

Existing protocols have received considerable improvements by relying on higher dimension rep-
resentations, such as SCALLOP-HD [79] and SQIsignHD [116]. Most pertinent to this manuscript
are the improvements to SQIsign. SQIsignHD uses 4-dimensional isogenies to drastically improve
the signing time and combined signature/public-key sizes in SQIsign, in addition to a number of
other benefits, but at the cost of a slowdown in verification. A new ideal-to-isogeny algorithm in-
troduced by Onuki and Nakagawa [252] uses two-dimensional isogenies. When applied to SQIsign,
key generation and the signing procedures are at least twice as fast as those in SQIsign (NIST)

for NIST security Level I, with the advantage becoming more significant at higher security levels,
and no degradation to verification time. Even more substantial improvements are seen with new
2-dimensional variants of SQIsign, called SQIsign2D [17, 142, 247]. These achieve sizes comparable
to SQIsignHD, slightly slower signing than SQIsignHD but still much faster than SQIsign, and the
fastest verification of any known variant of SQIsign. We further highlight that the security of
the rigorous variants of SQIsignHD and SQIsign2D in [17] rely solely on the endomorphism ring
problem, provided access to an isogeny sampling oracle. In this way, the ad-hoc assumption for
zero-knowledge is removed. We note also that for these new variants, SQIsignHD and SQIsign2D,
the restrictions on the prime p are lifted, and parameter selection is a much simpler task.

New schemes built from higher-dimensional representations have also since been constructed.
FESTA [19] is an isogeny-based public-key encryption (PKE) scheme constructed from a trapdoor
function, where the SIDH attacks are used to invert the one-way function. By constructing a new
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algorithm to compute an isogeny of non-smooth degree using quaternion algebras and the SIDH
attack, FESTA was improved by Nakagawa and Onuki [246] to give QFESTA. Following this, Basso
[16] introduced POKE, a new framework to build cryptographic protocols from irrational isogenies
using higher dimensional representations. Basso uses this framework to construct, for example,
a new PKE scheme. Duparc, Fouotsa, and Vaudenay [143] construct an updatable public key
encryption scheme (UPKE) using the Deuring correspondence and the SIDH attacks, overcoming
the limitations of SIDH-based UPKE highlighted by Eaton, Jao, Komlo, and Mokrani [145]. Leroux
[218] proposed a class of verifiable delay functions where the evaluation uses algorithms for the
Deuring correspondence requiring isogenies of dimension d1, and the verification algorithm requires
the computation of d2-dimensional isogeny representations.
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Part II
On the concrete complexity of

the isogeny problem
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Attacking the isogeny problem

In Part II, we study the general supersingular isogeny problem. Recall that this problem asks,
given superspecial p.p. abelian varieties A1, A2 of dimension g defined over Fp2 , to find an isogeny
φ : A1 → A2. Throughout Chapter 7 and Chapter 8, we analyse the concrete complexity of
the best classical attacks against this problem in dimensions 1 and 2, respectively. In the case
where g = 1, the best attack is due to Delfs and Galbraith [132] and runs in Õ(

√
p). Increasing

dimension to g > 1, the best attack runs in Õ(pg−1), and is due to Costello and Smith [107]. As a
first step, we give an optimised implementation of each attack to obtain a theoretical grasp of their
concrete complexity. We then extend this by developing new tools that improve their concrete
complexity. The improvements made to each algorithm are best motivated by observing that the
Delfs–Galbraith and Costello–Smith attack follow a common strategy.

The general strategy

Superspecial abelian varieties A/Fp2 of dimension g ≥ 1 are nodes in the graph Xg(Fp). We denote
the set of nodes by Sg(Fp). Our goal is to find a path connecting two nodes A1 and A2. Before
giving the general strategy to find such a path, we define a special subset Xg ⊂ Sg(Fp) so that
finding a path between nodes in this set is asymptotically less costly than the general problem of
finding paths in Xg(Fp).

Definition 6.3.1. Consider the subset Xg ⊂ Sg(Fp), where the best attack against the general
isogeny problem between two abelian varieties A1, A2 ∈ Xg has asymptotic complexity Õ(pa) for
a > 0. Then, Xg is defined to be special if #Sg(Fp)/#Xg = Õ(pϵ) for ϵ ≥ a.

Let Xg be a special subset of Sg(Fp). Our strategy to solve the isogeny problem in Xg(Fp)
given A1, A2 ∈ Sg(Fp), is as follows. Fix a prime number N ̸= p.

1. Take a non-backtracking walk in Xg(Fp, N) from a node A1 until landing on a node A′
1 ∈ Xg,

thus obtaining an isogeny ϕ1 : A1 → A′
1. Similarly, for A2, we obtain an isogeny ϕ2 : A2 →

A′
2, for A′

2 ∈ Xg. Starting from a node in Sg(Fp), we expect to take Õ(pϵ) steps in Xg(Fp, N)

before finding an abelian variety in the special subset Xg. Thus, we find isogenies ϕ1 and ϕ2
in Õ(pϵ).

2. Find a path φ : A′
1 → A′

2 between these nodes in Xg. This can be done with Õ(pa) bit
operations.

3. Output the isogeny ϕ̂2 ◦ φ ◦ ϕ1 : A1 → A2.

As Xg is special, we have that ϵ ≥ a. Therefore, the first step in this attack is the bottleneck step
of the algorithm. Assuming that taking a step in the graph is polylogarithmic in p, the algorithm
will terminate with Õ(pϵ) bit operations. We now see how the attacks against the general isogeny
problem in dimension g = 1 and 2 fit within this framework.

Example 6.3.2 (The Delfs–Galbraith algorithm). We first aim to solve the dimension-1 super-
singular isogeny problem. Recall from Problem 4.3.1 that this asks to find an isogeny φ : E1 → E2
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between two supersingular curves, E1/Fp2 and E2/Fp2 , whose j-invariants lie in Sp2 (see Equa-
tion (4.3)). The best classical attack against this problem is the Delfs–Galbraith algorithm, de-
scribed in Section 4.3. Using the notation as above, the special subset is Sp:

X1 := Sp = {E : j(E) ∈ Fp} ⊂ S1(Fp).

The best attack against the isogeny problem for curves in X1 has asymptotic complexity Õ(p1/4)

(i.e., a = 1/4). As #S1(Fp)/#X1 = Õ(p1/2), we have ϵ = 1/2. As discussed in Section 4.3, to take
a step in X1(Fp, N), we compute one of the DN,1 − 1 roots of

ΦN (X, jc)/(X − jp)

with cost polynomial in N and log p. For N fixed and small, the asymptotic complexity of the
Delfs–Galbraith algorithm is Õ(p1/2).

Example 6.3.3 (The Costello–Smith algorithm). Consider now the dimension-2 superspecial
isogeny problem that asks to find an isogeny φ : A1 → A2 between two p.p. abelian surfaces
A1/Fp2 and A2/Fp2 lying in J2(Fp) as defined by Equation (4.4). As explored in Section 4.3, the
best classical attack against this problem is the Costello–Smith algorithm, which takes the special
set to be the set of elliptic products E2(Fp):

X2 := E2(Fp) = {A ∈ S2(Fp) : A ∼= E1 × E2} ⊂ S2(Fp).

The best attack against the isogeny problem for curves in X2 has asymptotic complexity Õ(p1/2)

(i.e., a = 1/2), and #S2(Fp)/#X2 = Õ(p) so ϵ = 1. Taking steps in Xg(Fp, N) amounts to
computing (N,N)-isogenies between p.p. abelian surfaces, which has quasi-linear complexity in
N (see, for example, [224]). Therefore, for N fixed and small, the asymptotic complexity of the
Costello–Smith algorithm is Õ(p).

Improving the detection of the special subset

When attacking the general isogeny problem, we walk around the graph Xg(Fp, N) for some fixed
N . Most commonly, we take N = 2 as this minimises the cost of taking a step in the graph. Indeed,
taking a step corresponds to computing a (N, . . . , N)-isogeny, whose cost grows as N grows.

For g = 1 and 2, let DN,g be the number of outgoing edges from a node A ∈ Sg(Fp) as defined
in Equations (2.7) and (2.8). At each step, we inspect at most DN,g nodes and detect whether they
lie in the special subset Xg. The main idea to improve the concrete complexity of the attacks is to
improve the detection of the special subset Xg. Explicitly, we develop methods to detect whether
a node A ∈ Sg(Fp) is N -isogenous to a node in Xg for any N ≥ 2 and g = 1 and 2. Therefore,
while walking around Xg(Fp, 2), we can also inspect nodes in Xg(Fp, N) for any N , thus scanning a
larger proportion of the graph at each step, increasing the probability of finding a special node. If
the detection is not too costly, one can hope that this will lead to an improvement of the concrete
complexity of path finding. Introducing an efficient detection method whose complexity grows
only with N , and not p, for g = 1 and 2 will be the key to the works presented in Chapter 7
and Chapter 8, respectively.
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Chapter 7

The isogeny problem in dimension 1

In this chapter, we study the general supersingular isogeny problem in dimension 1, and determine
the concrete complexity of the best classical attack against it: the Delfs–Galbraith algorithm.
Using a new efficient method to detect whether a polynomial in Fp2 [x] has roots in Fp, we improve
the concrete complexity of this attack. For cryptographic sized primes p ≈ 2256, we show that
there is a decrease in complexity by around a factor of 8. The chapter is based on the paper

Accelerating the Delfs–Galbraith algorithm with fast subfield root detection

which was joint work with Craig Costello and Jia Shi, published at CRYPTO 2022 [90]. This
chapter presents the paper as published, except for the following alterations:

• At the time of publication, understanding the concrete complexity of the dimension 1 isogeny
problem had applications to better understanding the security of B-SIDH, a variant of SIDH.
However, B-SIDH is now broken (see Section 6.2), and so this application is no longer of inter-
est. We have added disclaimers throughout the chapter when these schemes are mentioned.
We emphasize that this problem still underlies the security of all isogeny-based cryptoschemes
using supersingular elliptic curves over Fp2 , and so the results in this chapter still remain of
interest to the community.

• We add Remark 7.4.5 to present an alternative method for inspecting the graph that was
pointed out to us by Travis Morrison. We note, however, that it does not outperform the
detection method given in this work.

• We fixed a small error in the code which led to slightly inaccurate experimental costs in Ta-
ble 7.3 and suboptimal choices of sets Nb for primes of bitsize ≥ 100. This affected the
experimental results reported in Tables 7.1, 7.6 and 7.7. We emphasise that these corrections
do not invalidate any of the experimental results in the published paper, but rather lead
to an improved choice of optimal set Nb and thus lead to a lower concrete complexity for
SuperSolver than what was reported. For example, for the SQIsign prime, the approximate
number of Fp-multiplications per node inspected at each step is now 55.7 rather than 58.0

(around a 1% improvement).

• We provide a more in-depth exposition on the algorithm used to compute square roots in Fp2
in Algorithm 7.1 and to take a step in the graph X1(Fp, 2) in Algorithm 7.2, with cost given
by Lemma 7.2.3. In Section 7.4.2, we give a tighter theoretical upper bound on the cost costN
of inspecting N -isogenous neighbours. We also formalise a heuristic in Remark 7.4.2 that
was implicitly stated in the published paper. These additions, along with Heuristic 7.4.6,
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lead to a (reasonably tight) theoretical bound for the concrete cost of our implementation of
the Delfs–Galbraith algorithm Solver and our improvement SuperSolver in Section 7.4.4.

• Small editorial changes, such as notation changes to match the preliminaries.

Introduction

In its most general form, the supersingular isogeny problem asks an adversary to find an isogeny

ϕ : E1 → E2

between two given supersingular elliptic curves E1/Fp2 and E2/Fp2 . We emphasize that this is the
general problem, where we do not assume knowledge of the degree of the isogeny, or any torsion
point information. The best known classical attack against the supersingular isogeny problem is
the Delfs–Galbraith algorithm [132]. We recall Section 4.3 to fix notation. The first step computes
random walks in the N -isogeny graph (for some choice of N) to find isogenies φ1 : E1 → E′

1 and
φ2 : E2 → E′

2, such that E′
1/Fp and E′

2/Fp are subfield curves in Õ(p1/2) bit operations. The second
step searches for a subfield isogeny φ′ : E′

1 → E′
2 that connects ϕ1 and ϕ2, and it requires Õ(p1/4)

bit operations. It follows that the entire algorithm runs in Õ(p1/2) operations on average, with the
cost dominated by the first step, i.e., the search for paths to subfield curves. By Example 6.3.2,
this algorithm follows the general strategy described at the beginning of Part II with special subset
X1 ⊂ S1(Fp) being Sp. In this work, we investigate and improve the concrete complexity of the
Delfs–Galbraith algorithm.

Contributions

Solver. To the best of our knowledge, a precise complexity analysis of the Delfs–Galbraith al-
gorithm has not been conducted. We fill this gap by presenting an optimised implementation of
the Delfs–Galbraith algorithm, called Solver, and conducting experiments over many thousands of
instances of the subfield search problem to determine its concrete complexity. Though Solver finds
the full path, we focus on the optimisation and complexity of the bottleneck step: finding subfield
curves. These optimisations include:

• Choice of N . In their high-level description of the algorithm, Delfs and Galbraith do not
specify which N -isogeny graph to walk in. Framing the problem of taking a step in the
N -isogeny graph as computing the roots of a polynomial of degree N , in Solver we chose the
simplest and most efficient choice at the time of publication: N = 2.

• Fast square root finding in Fp2 . We use the techniques presented by Scott [281, §5.3] to
construct an optimised algorithm for finding square roots in Fp2 .

• Random walks in the 2-isogeny graph. We implement a depth-first search to find subfield
nodes in the 2-isogeny graph and give a precise complexity analysis on the number of Fp
operations required.
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SuperSolver. The main contribution of this chapter is a new state-of-the-art algorithm for solving
the general supersingular isogeny problem, called SuperSolver. This is a variant of the Delfs–
Galbraith algorithm that exploits a combination of our new subfield root detection algorithm and
the use of modular polynomials. We show that we can efficiently determine whether a polynomial
f ∈ k′[X] has a root in a subfield k ⊂ k′, without finding any roots explicitly. Though this
algorithm works for general fields and polynomials (and may be of use in other contexts), we apply
it to the case where f = ΦN,p(X, j) ∈ Fp2 [X], i.e., where f is the N -th modular polynomial
evaluated at a supersingular j-invariant. This provides a means of quickly determining whether
there is an N -isogeny connecting the corresponding elliptic curve to a subfield curve: we develop
this NeighbourInFp subroutine in Section 7.3, and use it as the core of our SuperSolver algorithm
in Section 7.4.

Experiments and cryptographic applications. In Section 7.6, we conduct extensive experi-
ments using both our Solver and SuperSolver libraries, all of which show that SuperSolver performs
much faster than Solver. In Table 7.1, we give a taste of the types of improvements we see in search-
ing for subfield nodes over supersingular sets of various sizes, taking a number of primes from the
isogeny-based literature. These primes were specifically chosen because the Delfs–Galbraith algo-
rithm for the general supersingular isogeny problem is the best known classical attack against the
cryptosystems they target.1

The work in this chapter has implications on the classical bit-security of any supersingular
isogeny-based scheme for which the Delfs–Galbraith algorithm is the best known attack; this
includes the key exchange scheme B-SIDH [99],2 the GPS signature scheme [174, §4], and the
signature scheme SQIsign [125]. For any proposed instantiation of such schemes, our SuperSolver
suite allows the analysis in Section 7.6 to be conducted on input of any prime p, and determines
a precise estimate on the number of operations required (on average) to solve the corresponding
supersingular isogeny problem. Furthermore, in Section 7.4.4 we give a theoretical upper bound
for the cost of Solver and SuperSolver, subject to certain heuristics. This is especially accurate
when the cardinality of the associated class group is known (e.g., in the oriented case), which has
recently been shown to be feasible for primes up to 512 bits [32].

Availability of Software

Our Solver and SuperSolver algorithms are written in SageMath [311] and Python and can be found
at:

https://github.com/microsoft/SuperSolver.

Outline

We give the preliminaries in Section 7.1. In Section 7.2, we present our optimised instantiation of
the traditional Delfs–Galbraith algorithm, called Solver. In Section 7.3, we construct an efficient
algorithm to detect whether a polynomial has a root in a subfield. We use this algorithm to build
SuperSolver in Section 7.4. In Section 7.5, we present a worked example to highlight the differences

1At the time of publication, the best attack against B-SIDH was the Delfs–Galbraith algorithm.
2At the time of publication, B-SIDH was still secure.
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Solver SuperSolver

Prime p
Nodes Fp-mults. Fastest Nodes Fp-mults.
inspected per node Sets N inspected per node

{3,5,7,9,11} 1,716,751 55.6
B-SIDH-p247 [99] 248,913 402 {3,5,7,9,11,13} 1,727,601 56.0

{3,5,7,11,13} 1,731,625 57.8

{3,5,7,9,11} 1,680,337 59.1
TwinSmooth-p250 [105] 233,507 427 {3,5,7,9,11,13} 1,699,825 59.1

{3,5,7,11,13} 1,697,769 59.8

{3,5,7,9,11} 1,716,751 55.7
SQISign-p256 [125] 248,915 403 {3,5,7,9,11,13} 1,727,601 55.9

{3,5,7,11,13} 1,731,625 57.8

{3,5,7,9,11,13} 1,529,025 63.1
TwinSmooth-p384 [105] 163,331 610 {3,5,7,9,11} 1,464,709 65.1

{3,5,7,9,11,13,17} 1,487,919 65.4

{3,5,7,9,11,13} 1,397,761 69.1
TwinSmooth-p512 [105] 127,511 784 {3,5,7,9,11,13,17} 1,391,645 70.0

{3,5,7,9,11,13,19} 1,351,509 72.1

Table 7.1: The number of nodes inspected per 108 field multiplications and for primes targeting schemes
where Delfs–Galbraith is the best known classical attack. The Solver column corresponds to optimised
Delfs–Galbraith walks in X1(Fp, 2) – see Section 7.2. The SuperSolver columns correspond to enabling our
fast subfield root detection algorithm with the three fastest sets N of N ’s (top to bottom) – see Section 7.4.
We also give the approximate number of Fp-multiplications per node inspected at each step, as computed
during the precomputation phase that predicts which sets N will perform fastest; for Solver we have
N = {}.

between both algorithms, and in Section 7.6 we present a number of implementation results that
illustrate the concrete improvements offered by SuperSolver.

7.1 Preliminaries

For this chapter, we require knowledge of supersingular elliptic curves and their isogenies (see Chap-
ter 2 and Section 4.1), the dimension 1 supersingular isogeny problem and the best attack against
it (see Section 4.3.1), the supersingular isogeny graph (see Section 4.2.1), and modular polyno-
mials (see Section 2.8.1.1). We now introduce requisite background for this chapter that was not
introduced in the preliminaries in Part I.

7.1.1 Factoring polynomials over finite fields

Let f(X) ∈ Fq[X] be a monic polynomial of degree N with q = pk for a prime p, and for the
purposes of this paper, assume that p is very large (i.e., cryptographically sized) and N is relatively
small (i.e., N < 100). The literature contains a number of methods for finding the irreducible
factors of f in Fq[x], and we briefly mention the most applicable and well-known algorithms for our
scenario. Berlekamp’s algorithm [23] factors f using an expected number of O(N3+N2 logN log q)
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operations in Fq [289, Theorem 20.12]. This appears to be superior to the Cantor–Zassenhaus
algorithm [65], which uses an expected number of O(N3 log q) operations in Fq [289, Theorem
20.9], however one can take advantage of certain time-memory trade-offs to implement Cantor–
Zassenhaus so that it requires O(N3 +N2 log q) operations in Fq [289, Exercise 20.13]. Note that
both of these big-O complexities hide a number of subtleties, that Fq-inversions are included as
Fq operations, and moreover that both of these algorithms are probabilistic. Their deterministic
variants have worse complexities [289, §20.6].

7.1.2 Polynomial gcd

Euclid’s integer gcd algorithm is easily adapted to compute polynomial gcd’s [289, §17.3]. Com-
puting the gcd of two polynomials g, h ∈ Fq[x] requires O(deg(g) ·deg(h)) operations in Fq. Again,
here each Fq inversion is counted as a Fq operation. In order to make our algorithms run as fast as
possible, one of the necessary subroutines we derive in Section 7.3 is an inversion-free polynomial
gcd algorithm, for which we state an upper bound on the concrete complexity.

7.1.3 Measuring complexity

Throughout this paper we will avoid stating asymptotic (i.e., big-O-style) complexities in favour
of stating concrete ones. One of our goals in Section 7.2 and Section 7.4.4 is to replace the Õ(p1/2)

complexity of the original Delfs–Galbraith algorithm with a closed formula that can be used to
give precise estimates on the classical security of the relevant cryptographic instantiations. We will
use the metric of Fp-multiplications as convention, noting that it is relatively straightforward to
convert this into a more fine-grained metric (e.g., bit operations, machine operations, cycle counts,
gate counts, circuit depth, etc.) depending on the context and on the implementation of the Fp
arithmetic. For simplicity, we will count Fp-squarings as multiplications and ignore additions. We
justify this by noting that, roughly speaking, the ratio of multiplications to additions in all the
algorithms in this work are similar, and the complexity of Fp-additions have a minimal impact on
any of the aforementioned metrics.

7.1.4 Subfield search complexity determines concrete bit security

Both the Solver implementation detailed in Section 7.2 and the SuperSolver implementation detailed
in Section 7.4 solve all instances of the general supersingular isogeny problem. On input of any
prime p and any two supersingular j-invariants in Sp2 , both implementations will always terminate
with an isogeny that solves the corresponding problem. We emphasise that henceforth our sole
focus is on the Õ(p1/2) subfield search phase of the Delfs–Galbraith algorithm. Finding a path
between subfield nodes requires Õ(p1/4) operations, which is negligible in both the asymptotic
sense and in the sense of obtaining cryptographic security estimates. To see this, suppose the
asymptotic Õ(p1/2) complexity of the first phase is replaced by a concrete complexity of cp · p1/2,
and the asymptotic Õ(p1/4) complexity of the second phase is replaced by a concrete complexity
of dp · p1/2, where cp and dp are polynomials in log p. The total complexity of the Delfs–Galbraith
algorithm is then

cp · p1/2 + dp · p1/4.
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For primes of cryptographic size, small changes in cp have an immediate influence on the total
runtime of the algorithm, while much larger changes in dp will not play a part in the bit security
of the problem. For p > 2200, a factor 2 change in cp changes the bit security of the problem by
1, while dp would have to change by a factor of at least 250 to have the same impact on the bit
security.

7.2 An optimised implementation of the Delfs–Galbraith al-

gorithm

We begin the exploration into attacking the dimension one superspecial isogeny problem by pre-
senting Solver, an optimised implementation of the first, bottleneck step of the Delfs–Galbraith
algorithm: searching for subfield curves in X1(Fp, N). In Section 7.2.4, we experimentally deter-
mine the concrete complexity of our optimised algorithm Solver, which will set the stage for the
improvements given in Section 7.4 on the concrete complexity of the Delfs–Galbraith algorithm.

7.2.1 Efficient square root computation in finite fields

To take steps in the graph X1(Fp, 2), we need to compute square roots in Fp2 . Optimal computation
of square roots in extension fields of large characteristic requires careful attention to detail. A
2013 paper by Adj and Rodríguez-Henríquez [230] cost the process of computing square roots in
Fp2 at two Fp residuosity tests, two Fp square roots, and one Fp inversion, for a total of five
exponentiations in Fp. In [281, §5.3], Scott shows that these operations can be combined in a
clever way to significantly reduce this cost. The inputs into the Tonelli-Shanks Fp square root
algorithm [231, Algorithm 3.34] can be tweaked in such a way that the two residuosity tests are
absorbed into the two square roots. Moreover, Scott shows that most of the inversion cost can
also be absorbed by application of Hamburg’s combined ‘square-root-and-inversion’ trick [180]. In
addition, there are a handful of Fp-multiplications and additions (whose precise number depends
on the maximum integer e such that 2e | p − 1) that either update the Tonelli-Shanks outputs
depending on the residuosity outcomes or collect and combine the results according to the formula
in [281, §5.3].

We follow Scott to construct a general square root algorithm Sqrt that is highly optimised
with respect to the number of Fp operations it incurs. For more details on how this algorithm is
constructed, refer to [281]. Let Fp2 = Fp(α). Given a ∈ Fp2 , it will compute b ∈ Fp2 such that
b2 = a (assuming such a b exists), using two subroutines:

• consts ← TonelliShanksConstants(p): on input a prime p, this algorithm computes the fol-
lowing constants:

– β := α2, a quadratic non-residue in Fp.

– e, the maximum integer such that 2e | p− 1 (so e < log(p));

– z := β(p−1)/2e , a precomputed 2e-th root of unity;

– c := (p− 2e − 1)/2e+1, so that the progenitor of x is y := xc (as defined by Scott [281,
§1.3]).
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The algorithm then outputs

consts = {β, 2−1, e, z, c, βc, 2e − 1, e+ 1, β−1},

where the inverses are computed modulo p.

• s, b ← TonelliShanks(x, y, consts): on input x, y ∈ Fp, and consts defined as above, this
algorithm computes b := (xy2)2

e−1

to determine if x is a quadratic residue (see [281, §2]). If
b = 1, then x is a quadratic residue, and the algorithm runs the Tonelli–Shanks algorithm
(see, for example, [281, pg. 2] for pseudocode) on input (x, y, consts) to compute s ∈ Fp
such that s2 = x. Otherwise, if b ̸= 1, then x is a quadratic non-residue, and the algorithm
runs the Tonelli–Shanks algorithm on input (xβ, yβc, consts) to compute s ∈ Fp such that
s2 = xβ (note β and βc are precomputed and stored as the first and sixth elements of consts).
The algorithm outputs s and b. Each call to TonelliShanks costs at most 1

2 (e
2 + 7e+ 4) Fp-

multiplications.

Algorithm 7.1 Sqrt: given a ∈ Fp2 where Fp2 = Fp(α), compute b ∈ Fp2 such that b2 = a (if it
exists).

Input: a ∈ Fp2
Output: b ∈ Fp2 with b2 = a.

1: consts← TonelliShanksConstants(p)
2: β, 2−1, e, z, c, βc, 2e − 1, e+ 1, β−1 ← consts

3: a0 + a1α← a
4: δ ← a20 − βa21
5: y ← δc

6: sδ, b← TonelliShanks(δ, y, consts)
7: if b ̸= 1 then
8: return ⊥ {a is a quadratic non-residue}
9: end if

10: x← 2−1(a0 + sδ)
11: y ← xc

12: sx, b← TonelliShanks(x, y, consts)
13: x1 ← x2

e−1

14: a1(2x)
−1 ← x1 · a1y2

e+1 · 2−1 {compute y2
e+1

with repeated squarings}
15: if b ̸= 1 then
16: b0 ← sx · a1(2x)−1

17: b1 ← sx · β−1

18: else
19: b0 ← sx
20: b1 ← sx · a1(2x)−1

21: end if
22: return b0 + b1α

The algorithm has applications beyond taking steps in X1(Fp, 2). Indeed, we will reuse this
algorithm in both Chapter 8 and Chapter 11.

The two calls to TonelliShanks costs (e2+7e+4) Fp-multiplications. In Lines 5, 11 we compute
exponentiation by c, and in Line 13 exponentiation by 2e − 1. The other lines of Algorithm 7.1
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requires at most (e+ 10) Fp-multiplications. We remark that Line 1 is often done as a precompu-
tation as TonelliShanksConstants depends only on p, so we do not include it in the cost. In total,
Sqrt requires at most 3 Fp-exponentiations and (e2 +8e+14) Fp-multiplications where e < log(p).

Remark 7.2.1. The fixed exponentiations that take place in Lines 5, 11 and 13 could be further
optimised for a specific p by tailoring a larger window or a different addition chain. For our
purposes in this chapter, the impact of this improvement would be minor.

7.2.2 Taking a step in X1(Fp, 2)

We take steps in the isogeny graph X1(Fp, N) using the modular polynomial ΦN (X,Y ) of level
N , defined in Section 2.8.1.1. Recall from Section 4.3.1 that we can take steps in X1(Fp, N) by
choosing one of the DN,1 − 1 roots of ΦN (X, jc)/(X − jp), at random, where jc is the current
j-invariant, jp is the previous j-invariant, and

DN,1 :=

n∏
i=1

(ℓi + 1)ℓei−1
i , for N =

n∏
i=1

ℓeii .

The first parameter that we specify is N , i.e., the isogeny graph to walk around in. Considering
DN,1 and the complexity of factorisation algorithms given in Section 7.1.1, we chose N = 2 to
obtain the most efficient and simplest choice where we are able to take advantage of fast explicit
methods for computing square roots in Fp2 .

After stepping from jp ∈ Fp2 to jc ∈ Fp2 , a non-backtracking walk in X (Fp, 2) will step to one
of two new nodes: j0 and j1. These are computed by solving the quadratic equation that arises
from the modular polynomial ΦN (X,Y ) with N = 2:

Φ2(X,Y ) = −X2Y 2 +X3 + Y 3 + 1488 · (X2Y + Y 2X)− 162000 · (X2 + Y 2)

+ 40773375 ·XY + 8748000000 · (X + Y )− 157464000000000.

The three neighbours of jc in X (Fp, 2) are jp, j0, and j1, meaning that Φ2(X, jc) factorises as

Φ2(X, jc) = (X − jp)(X − j0)(X − j1).

This yields a quadratic equation, whose solutions are j0, j1, defined by X2 + αX + β = 0, where

α = −j2c + 1488 · jc + jp − 162000,

β = j2p − j2c jp + 1488 · (j2c + jcjp) + 40773375 · jc − 162000 · jp + 8748000000.

Computing these coefficients costs a small, constant number of Fp operations, so the process of
computing both j0 and j1 from jp and jc boils down to solving the quadratic equation, which essen-
tially requires one Fp2 square root, for which we use the algorithm Sqrt described in Section 7.2.1.
We summarise the algorithm to take a step in X1(Fp, 2) in Algorithm 7.2.

Remark 7.2.2. In practice, in Algorithm 7.2, we check if the input to Sqrt (namely δ := α2− 4β)
is Fp or in Fp2\Fp before computing the square root. If it lies in Fp, we compute this square root in
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Algorithm 7.2 Given a pair of j-invariants (jp, jc) take a non-backtracking step in X1(Fp, 2).

Input: Previous j-invariants jp ∈ Fp2 , current j-invariant jc ∈ Fp2
Output: j ∈ Fp2 neighbouring jc with j ̸= jp.

1: α← jc(jc + 1488)− jp + 162000
2: β ← j2p − j2c jp + 1488 · (j2c + jcjp) + 40773375 · jc − 162000 · jp + 8748000000
3: δ ← α2 − 4β
4: δ′ ← Sqrt(δ)
5: j ← 2−1(α+ δ′)
6: return j

Fp and the search for a subfield node has terminated. Otherwise, we run Sqrt on input δ ∈ Fp2\Fp
to obtain δ′ ∈ Fp2 such that (δ′)2 = δ, if it exists.

To understand the concrete complexity of Solver and SuperSolver, presented in Section 7.4, it
is important to determine the concrete cost of taking a step in X1(Fp, 2) using Algorithm 7.2.

Lemma 7.2.3. The number of Fp-multiplications required to take a step in X1(Fp, 2) using Algo-
rithm 7.2 is coststep where

coststep ≤ e2 + 8e+ 31 + 2Exp(c) + Exp(2e − 1),

e is the maximum positive integer such that 2e | p− 1, c = (p− 2e− 1)/2e+1 and Exp(λ) is the cost
of exponentiation of an element in Fp by λ ∈ Fp.

Proof. Lines 1, 2 and 3 can be done with at most 16 Fp-multiplications as shown in the implemen-
tation accompanying the chapter. As discussed in Section 7.2.1, our implementation of the square
root algorithm Sqrt used in Line 4 requires (e2 +8e+14) Fp-multiplications, 2 Fp-exponentiations
by c and 1 Fp-exponentiation by 2e− 1. As 2−1 ∈ Fp can be precomuted for a fixed p, Line 5 costs
1 Fp-multiplication.

Remark 7.2.4. Note e = λ log(p) for 0 ≤ λ ≤ 1. When λ = 1, we only require 1 exponentiation
by 2e − 1, and we compute the exponentiation by c instead using a handful of multiplications.
Similarly, if λ = 0, we only compute 2 exponentiations. In this way, the precise cost of taking a
step depends heavily on e.

Remark 7.2.5. There is no traditional elliptic curve arithmetic found in either Solver or Super-
Solver. All the steps taken within X1(Fp, 2) and the rapid inspections conducted in X1(Fp, 2) use
the modular polynomials. We point out there may be specific instances of p where one could per-
form walks faster than repeatedly solving the quadratic polynomial Φ2,p(X, j) by, say, employing
Vélu’s formulas [314] with the optimal strategies of De Feo, Jao, and Plût [123]. For example,
with a prime p = 2a3b − 1, the price of computing a 2a-isogeny (i.e., walking through a nodes in
X1(Fp, 2)) in this way may be cheaper than the price of computing a square roots in Fp2 (note that
the latter reveals 2 nodes each time). However, computing general (

∏
Nei
i )-isogenies from kernel

elements is much more expensive than Ne-isogenies when N ∈ {2, 3}, and one covers fewer nodes
in Sp2 per isogeny when the Ni grow larger. Therefore, particularly in the case of general primes,

117



it is unlikely that using Vélu’s formulas will be competitive with the binary tree depth-first search
in X1(Fp, 2). For the primes in Table 7.1, further investigation maybe be warranted.

Remark 7.2.6 (Radical isogenies). Another alternative to solving the quadratic equation that
arises from Φ2(X, jc)/(X − jp) is to instead take steps in X1(Fp, 2) using formulas for radical
isogenies [73]. For example, given a supersingular Montgomery curve parameterised as EA : y2 =

x3 + Ax2 + x or as Eα = x(x − α)(x − 1/α), one can compute non-backtracking chains of 2-
isogenies as either A → A′ → A′′ . . . , or as α → α′ → α′′ . . . , rather than computing the chain
of j-invariants j → j′ → j′′ . . . , as we do. Computing the next value in all of these chains
requires one square root (which dominates the cost for primes of cryptographic size) and a small
handful of additional field operations, the number of which depends on the choice of chain. In the
case of computing the chains A → A′ → A′′ . . . or α → α′ → α′′ . . . , the number of additional
operations are fewer (see [68] and [62]) than those which we incur using the modular polynomial,
however we have not opted to exploit this minor speed-up for the following reasons. Firstly, it
is not true in general that j(EA) ∈ Fp implies A ∈ Fp or that j(Eα) ∈ Fp implies α ∈ Fp.
Since j(EA) = 256(A2 − 3)3/(A2 − 4), in general there are six values of A corresponding to a
given j. Similarly, since j(Eα) = 256(α4 − α2 + 1)3/(α4(α2 − 1)2), in general there are twelve
values of α corresponding to a given j. For large primes it is typically the case that most (or
all) of the A’s and α’s corresponding to a given j ∈ Sp are not defined over Fp. Thus, if radical
isogenies were used to compute chains of α’s or A’s in the context of Delfs–Galbraith, we would
need to compute a value that determines whether the corresponding j lies in Fp. We note that
this can be achieved without inverting the denominators in the expressions for j(Eα) or j(EA),
i.e., (a + b · β)/(c + d · β) is in Fp if and only if ad = bc for a, b, c, d ∈ Fp and Fp2 = Fp(β).
For these reasons, the original Delfs–Galbraith walk in X1(Fp, 2) is likely to save a small, fixed
number of multiplications per 2-isogeny by computing chains of A’s or α’s instead of j’s. In future
work, it would therefore be interesting to conduct a more in-depth exploration of the benefits of
using radical isogenies in Solver. We emphasize, however, that when invoking our fast subfield root
detection in the sections that follow, it is critical (for Algorithm 7.4) that the j-invariants of each
node are computed explicitly, so that the higher degree-DN,1 modular polynomials can be used to
probe for N -isogenous subfield neighbours. This subsequent computation of the j-invariant seems
to require an additional field exponentiation (we could not see a way to merge the square roots and
inversions into one exponentiation in these instances), which would kill the potential advantage of
radical isogenies in the optimised SuperSolver.

Remark 7.2.7 (Alternative modular functions). There are several well-known modular functions
other than the j-function – see [302]. A natural question in the context of this paper is whether
any such functions can be used to make the search for subfield nodes in supersingular isogeny
graphs more efficient. For example, the modular polynomials for Weber’s f -function [301] are the
same degree as those of the j-function, but have much smaller coefficients, many of which are
zero. If these more compact modular polynomials could be used in the same way as those for the
j-function, the practical gains would be significant. However, their applicability in the context of
SuperSolver appears to be hampered by reasons similar to those discussed in Remark 7.2.6. Weber’s
f is related to j via j = (f24 − 16)3/f24, meaning there can be as many as 72 f ’s corresponding
to a single j-invariant, and it is not true in general that given j ∈ Fp, the corresponding Weber
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invariant f lies in Fp. Although this makes the Weber polynomials unreliable replacements in the
context of the SuperSolver algorithm, our search for alternative modular functions that would be
compatible with SuperSolver was far from exhaustive, and it is likely that the j-function is not
optimal across all of them. We leave any further investigations in this direction as future work.

7.2.3 The depth-first search in X1(Fp, 2)

Repeating the process described above allows us to perform the search for subfield nodes in
X1(Fp, 2). Recalling from Section 4.2.1 that X1(Fp, 2) is an expander graph, there is a short
path (of length approximately log(p)) between any two nodes. Therefore, we use a depth-first
search in a binary tree with d levels to navigate the supersingular isogeny graph. We write jm,n
for the n-th node at level m, where 0 ≤ m ≤ d and 0 ≤ n ≤ 2m − 1. The first three levels are
depicted in Figure 7.1.

j0,0

j1,0

j2,0 j2,1

j1,1

j2,2 j2,3

Figure 7.1: Levels 0, 1, and 2 of the binary tree in the depth first search of X1(Fp, 2).

We initialise the root node j0,0 as the target j ∈ Fp2\Fp, and set j1,0 and j1,1 as two of its
three neighbours3 in X1(Fp, 2). The depth first search starts by setting jc = j1,0 and jp = j0,0. We
then solve the quadratic equation above to obtain j2,0 and j2,1, and repeat this procedure with
jc = ji+1,0 and jp = ji,0 for 1 ≤ i ≤ d − 1 until the leftmost leaf jd,0 is computed, and the path

stack is fully initialised as
path = [j0,0, j1,0, . . . , jd−1,0, jd,0].

To avoid any waste, we also maintain a stack of the other solution to the quadratic equations that
were computed along the way, which we call sibling nodes

siblings = [j1,1, . . . , jd−1,1, jd,1].

The algorithm then proceeds back up the levels by popping path until its last element is the root of
a subtree that has not been checked in its entirety. At this point siblings is popped and pushed
into path. When the last element of path is the root of a subtree that has not been exhausted,
we initialise the process of solving quadratic equations, pushing one of the two solutions into path

and the other into siblings until path contains d+1 elements. Each time the quadratic equation
solver is called, the two roots (i.e., j-invariants) are immediately checked; if either of them lie in Fp,
it is added to path and the process is terminated. Otherwise, the process is repeated recursively

3Initially we do not have a jp, so all three neighbours can be computed using generic root finding; our code does
this during the setup phase.
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until path = [j0,0], in which case the 2d+1 − 1 nodes in the tree have been exhausted without
finding a solution. To guarantee that a solution is found, one could increase d and start again, but
our code proceeds by simply storing the first (leftmost) leaf and its parent in separate memory so
that the process can restart here and avoid recomputing any prior j’s. As Delfs and Galbraith
point out, setting the depth d = 1

2 log p should be enough. Since the number of nodes in the tree is
2d, increasing d by ϵ makes the failure probability diminish by 1/2ϵ. Setting ϵ = 10 was sufficient
in all of our experiments.

Finally, this process parallelises perfectly [132, §4]. For P processors, one can simply compute a
binary tree of depth ⌈logP ⌉ during setup and distribute P of the leaf nodes as individual starting
points.

7.2.4 Concrete complexity

Table 7.2 reports on experiments conducted using Solver, the optimised instantiation of the tra-
ditional Delfs–Galbraith walk. For each bitlength between 21 and 40, we solved 10,000 instances
of the subfield search. In each case we chose 100 random primes and, for each prime, 100 pseudo-
random j-invariants in Sp2 . The numbers in each column report the averages (as base-2 logarithms)
of these search complexities. We visualise this information in Figure 7.2.

In all cases the number of Fp-multiplications is found to be

#(Fp mults.) = c · √p · log p,

with 0.75 ≤ c ≤ 1.05. In Section 7.4.4, we shed more light on the concrete complexity of both
Solver and SuperSolver and put these experimental observations on theoretical footing.

Bitlengths of primes p 21 22 23 24 25 26 27 28 29 30

Av. number of nodes visited 8.8 9.4 10.0 10.3 10.9 11.4 11.9 12.3 13.1 13.5
Av. number of Fp-multiplications 14.5 15.0 15.7 16.0 16.7 17.2 17.8 18.2 19.0 19.5

Bitlengths of primes p 31 32 33 34 35 36 37 38 39 40

Av. number of nodes visited 13.5 14.2 14.7 15.3 15.8 16.3 17.1 17.3 17.6 18.1
Av. number of Fp-multiplications 19.5 20.5 20.8 21.3 21.9 22.4 23.2 23.6 24.1 24.6

Table 7.2: The concrete cost of the subfield search phase of the Delfs–Galbraith over small fields of
various bitlengths. Further explanation in text.

7.3 Fast subfield root detection

In this section we derive a method for determining whether a polynomial f(X) = anX
n + ... +

a1X + a0 ∈ Fqd [X] with d ≥ 2 has a root lying in the subfield Fq, where q is a power of prime p.
Though this can be achieved by factoring the polynomial, the methods described in Section 7.1.1
become too costly for our purposes; the number of Fq operations required depends on the size of
q, which hampers their relative efficiency as q grows large. Our aim in this section is to detail a
much faster algorithm that detects whether a root lies in a subfield and show that the number of
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Figure 7.2: Visualising the data from Table 7.2 on the concrete cost of the subfield search phase of the
Delfs–Galbraith over small fields of various bitlengths. The graph on the left gives the average number of
Fp-mulitplications required to run the subfield search in the Delfs–Galbraith algorithm for various primes
p, whereas the graph on the right shows the average number of nodes visited in this search. See more
information in text.

Fq operations required by our algorithm only depends on the degree of f and the degree of the
extension d.

As the algorithms in this section may be of independent interest, we leave them as general
as possible before specialising back to the application at hand in Section 7.4. The results up
to Proposition 7.3.3 are presented for general finite field extensions of the form Fqd/Fq, but we
will later specialise to the quadratic extensions of prime fields, i.e., where q = p and d = 2. The
inversion-free gcd in Algorithm 7.3 is derived for an arbitrary polynomial ring k[X], but we will
only need to use it in Fp[X].

For a polynomial in Fqd [X], we will reduce the problem of detecting a root in Fq to computing
the greatest common divisor of d related polynomials g1, ..., gd. In the case where d > 2, we will
need to compute the gcd of more than two polynomials. This can be done by recursively computing
the gcd of two polynomials and using the following identity:

gcd(g1, g2, ..., gd) = gcd(g1, gcd(g2, ..., gd)).(7.1)

As we aim to minimise the number of Fq multiplications needed to compute the gcd, we construct
these polyomials so that they are defined over Fq (rather than over Fqd). To achieve this, we will
need two results. The first is a theorem by Lidl and Niederreiter [220, Theorem 2.24], which we
reproduce here for completeness.

Theorem 7.3.1. Let k′ be a finite extension of a finite field k, both considered as vector spaces over
k. Then the linear transformations from k′ into k are exactly the mappings Lβ(α), for β ∈ k′, where
Lβ(α) = Trk′/k(βα) for all α ∈ k′, where Tr is the trace map of the extension k′/k. Furthermore,
we have Lβ ̸= Lγ whenever β, γ are distinct elements of k′.

The second result we will need is the following lemma.
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Lemma 7.3.2. For n ∈ N, let f1, ..., fn ∈ Fqd [X] be polynomials and A ∈ GLn(Fqd). Defining
(g1, ..., gn) := A · (f1, ..., fn), we have

gcd(f1, ..., fn) = gcd(g1, ..., gn).

Proof. If a polynomial h ∈ Fqd [X] divides f1, ..., fn, then h divides any linear combination of the
f1, ..., fn. Therefore, h divides g1, ..., gn. Since A is invertible, by swapping the roles of gi and fi

we see that the converse holds.

We are now ready to present the main result of this section.

Proposition 7.3.3. For some d ≥ 2, let π be the q-power Frobenius endomorphism in Gal(Fqd/Fq)
and consider a polynomial f(X) = anX

n+ ...+a1X+a0 ∈ Fqd [X]. Define the action of π on such
a polynomial by π(f) := π(an)X

n+ ...+π(a1)X +π(a0) ∈ Fqd [X]. Let β be a primitive element of
the extension Fqd/Fq, in the sense that the field extension is generated by a single element β, i.e.,
Fq(β) = Fqd . For i = 1, .., d, define the following polynomials over Fqd :

gi :=
d−1∑
j=0

πj(βi−1f).

Then gi(X) ∈ Fq[X], and gcd(g1, ..., gd) divides f . In particular, if gcd(g1, ..., gd) is of degree 1,
then f has a root in Fq. Furthermore, if gcd(g1, ..., gd) = 1, then f(X) does not have any roots in
Fq.

Proof. Using the notation in Theorem 7.3.1, we have

gi(X) = [(βi−1an + π(βi−1an) + ...+ πd−1(βi−1an))X
n + ...+ (βi−1a0 + ...+ πd−1(βi−1a0))]

=

n∑
m=0

Lβi−1(am)Xm.

By Theorem 7.3.1, for all i = 1, ..., d and m = 0, . . . n, we have Lβi−1(am) ∈ Fq, implying that
gi(X) ∈ Fq[X]. Setting (d× d) matrix A to be

A =


1 1 . . . 1

β π(β) . . . πd−1(β)
...

...
. . .

...
βd−1 π(βd−1) . . . πd−1(βd−1)

 =


1 1 . . . 1

β βq . . . βq
d−1

...
...

. . .
...

βd−1 (βd−1)q . . . (βd−1)q
d−1

 ,

we have (g1, ..., gd) := A · (f, π(f)..., πd−1(f)). As for Vandermonde matrices [182, §6.2], we find
det(A) =

∏
0≤i<j≤d−1(β

qj − βqi), which is non-zero for β a primitive element of the extension
Fqd/Fq and so A ∈ GLd(Fqd). By Lemma 7.3.2, we have

gcd(f, π(f), ..., πd−1(f)) = gcd(g1, ..., gd),

therefore gcd(g1, ..., gd) | f . If gcd(g1, ..., gd) is of degree 1, then (X − r) | f for some r ∈ Fq, and
so f has a root in Fq.
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We further note that gcd(f, π(f), ..., πd−1(f)), and therefore gcd(g1, ..., gd), is precisely the
largest divisor of f that is defined over Fq. As a result, if gcd(g1, ..., gd) = 1, then f(X) does not
have any roots in Fq.

7.3.1 Detecting subfield nodes

The proof of Proposition 7.3.3 tells us that gcd(g1, ..., gd) is precisely the largest divisor of f ∈
Fqd [X] that is defined over Fq[X]. In our target application of searching for subfield nodes in
large supersingular isogeny graphs, i.e., when d = 2 and q = p, we will most commonly encounter
gcd(g1, g2) = 1, which immediately rules out subfield neighbours in the N -isogeny graph. Non-
trivial gcd’s will, with overwhelmingly high probability, be of degree 1 and reveal a single subfield
node; this is why our implementation of Algorithm 7.3 below terminates and returns true when
the degree of the gcd is 1.

For large supersingular isogeny graphs, the only way for the degree of gcd(g1, g2) to be larger
than 1 is when a given j-invariant is N -isogenous to multiple subfield nodes, or when a given
j-invariant is N -isogenous to conjugate j-invariants in Fp2 . A real-world attack should check any
non-trivial gcd, since either of these scenarios are a win for the cryptanalyst; the latter case reveals
information about the secret endomorphism ring of the target isomorphism class (see [216, §5.3]),
and the former case gives multiple solutions to the subfield search problem.

In our scenario where d = 2, we see that π(β) + β = 0, meaning that πk(β) = (−1)kβ. As a
result, to detect a subfield root, we compute gcd(g1, βg2) where g1 = f + π(f) and g2 = f − π(f).
In this case we do not need to calculate any more powers of β, and we only need to do one gcd

computation.

7.3.2 Inversion-free polynomial GCD

To complete the detection of roots in a subfield, we must compute the gcd of polynomials in
polynomial ring k[X], where k is a field. In Algorithm 7.3, we modify Euclid’s polynomial-adapted
algorithm [289, §17.3] to compute the gcd of two polynomials g, h ∈ k[X] while avoiding inversions
in k. We use LC(f) to denote the leading coefficient of the polynomial f . Note that, for the
purposes of incorporating it into our target application of subfield searching in the next section,
the algorithm outputs the boolean true when the gcd has degree 1 in k[X].

Proposition 7.3.4. Given input g, h ∈ k[X] such that deg g ≥ deg h, Algorithm 7.3 terminates
using at most

1

2
(deg g + deg h− 1)(deg g + deg h+ 6)

multiplications in k.

Proof. Line 1 incurs at most deg g + deg h + 2 multiplications in k. Setting r0 := r, s0 := s, we
define this to be loop 0. For i ≥ 1, we denote by ri, si (where deg si ≥ deg ri) the polynomials in
loop i of Line 2 to Line 8. Using this notation, we move to Line 9 when deg ri ≤ 1 or ri = si. Now,
in loop i ≥ 1 we replace ri by ri − Xdeg ri−deg sisi, meaning deg ri−1 − deg ri ≥ 1, and compute
ri ·LC(si) and si ·LC(ri). This requires deg ri+deg si+2 multiplications in k. In the worst case,
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Algorithm 7.3 InvFreeGCD: Inversion-free gcd

Input: Polynomials g, h ∈ k[X], such that deg g ≥ deg h.
Output: A boolean indicating if g, h have a non-trivial gcd of degree 1.

1: Initialise r, s← LC(h) · g,LC(g) · h
2: while deg r ≥ 1 and r ̸= s do
3: r ← r −Xdeg r−deg s · s
4: r, s← LC(s) · r,LC(r) · s
5: if deg r ≤ deg s then
6: r, s← s, r
7: end if
8: end while
9: return ¬(deg r = 1 and r ̸= s)

we have deg ri−1−deg ri = 1 for i ≥ 1, where the number of multiplications will decrease by exactly
1 after each loop. In the final loop we have deg ri,deg si = 1, so we compute 4 multiplications in
k. In summary, in the worst case we begin with deg g + deg h+ 2 multiplications, decreasing by 1
until we get to 4. Therefore, the total number of multiplications is at most

∑deg g+deg h+2
n=4 n, which

is the bound in the statement of the proposition.

In summary, Proposition 7.3.3 shows that detecting subfield roots of f ∈ Fqd [X] amounts to
computing the gcd of d related polynomials in Fq[X]. We showed that computing this gcd is
simpler when d = 2. Proposition 7.3.4 gives an upper bound on the number of Fq multiplications
required to compute such a gcd in Fq[X]. In the next section we use these tools to build a faster
algorithm for finding subfield nodes in supersingular isogeny graphs.

7.4 SuperSolver

SuperSolver is an algorithm which, given two j-invariants in Fp2 corresponding to two supersin-
gular curves E1/Fp2 and E2/Fp2 , will, on average, solve the supersingular isogeny problem with
lower concrete complexity than the traditional Delfs–Galbraith Solver algorithm described in Ex-
ample 6.3.2. As in the Delfs–Galbraith algorithm, SuperSolver takes non-backtracking walks in
X1(Fp, 2) until they hit a j-invariant in Fp, i.e., a j in the special subset X1 as defined in Defi-
nition 6.3.1. However, at each step of the random walk, SuperSolver also inspects X1(Fp, N), for
carefully chosen N > 2, to efficiently detect whether j has any N -isogenous neighbours in X1.
Traditionally, inspecting X1(Fp, N) for a subfield neighbour requires fully factoring a degree-DN,1

polynomial (where we recall the definition of DN,1 from Equation (2.7)) and determining whether
any of the roots lie in Fp. Performing this for each N would require O(N3 +2N2 log p) operations
in Fp2 using the modified Cantor–Zassenhaus algorithm (see Section 7.1.1), which is prohibitively
costly.

Following the results from Section 7.3, however, SuperSolver conducts the inspection of X1(Fp, N)

with O(N2) multiplications in Fp. We make this count precise later in this section. Crucially, the
number of Fp operations is no longer dependent on the size of p, and this means that as p grows
large, the set of N ’s that are optimal to use also grows, and the more profitable (relatively speaking)
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SuperSolver becomes.
We reiterate that, although both Solver and SuperSolver return the full isogeny between E1/Fp2

and E2/Fp2 , our discussion focusses on the bottleneck problem of finding an isogeny from E1/Fp2
(resp. E2/Fp2) to E′

1/Fp (resp. E2/Fp). If, at some node j, we detect an N -isogenous neighbour
in Fp, SuperSolver will then factorise the degree-DN,1 polynomial ΦN,p(X, j) to determine the
subfield j-invariant. We view this as a post-computation step, since we are only interested in the
concrete complexity of the average step taken in the walk (which we assume does not find a subfield
node). Note that the paths between E1/Fp2 and E2/Fp2 returned by both Solver and SuperSolver
both look the same: in general, both start and finish with a chain of 2-isogenies that is connected
in the middle by a chain of different prime-degree isogenies. The main difference, as the results
in Section 7.6 illustrate, is that 2-isogeny chains returned by SuperSolver at each end are much
shorter.

Recall that in the original Delfs–Galbraith algorithm, each step consists of finding the roots of
a quadratic equation in Fp2 [X], which reveals two neighbouring nodes in X1(Fp, 2). In SuperSolver,
after forming a list of carefully chosen N > 2, each step will also include the rapid inspection of
X1(Fp, N) for every N in this list. Though the inspection of the neighbours in X1(Fp, N) increases
the total number of Fp-multiplications at each step, more nodes are checked. We first describe
the process of taking a step in SuperSolver, and then move to describing how to choose the list of
N > 2 in order to minimise the number of Fp-multiplications per node inspected.

Remark 7.4.1 (Odd N only). With the exception of the leaf nodes in the last level of the
binary tree, it is redundant to perform rapid node inspections in X1(Fp, 2N) if rapid inspections in
X1(Fp, N) are also part of the routine, since the latter inspections will detect (or exclude) subfield
nodes at the next level of the walk down the tree. We therefore find it optimal to only include odd
Ni in the lists constructed at the end of this section. Note that there is no redundancy in including
odd composite Ni’s in our lists, even if they have proper divisors that are also in the list.

7.4.1 Rapid inspection of the N-isogenous neighbours

We describe the algorithm NeighbourInFp given in Algorithm 7.4. On input of N , j ∈ Fp2 and p,
it outputs true if j is N -isogenous to a j′ ∈ Fp, and false otherwise.

Recall that the degree of ΦN,p in X and Y is DN,1. The first subroutine of NeighbourInFp

is EvalModPolyj(N, j, p): it evaluates ΦN,p(X,Y ) at Y = j by computing j2, ..., jDN,1 , and then
multiplying these by the corresponding coefficients of ΦN,p, returning the coefficients aDN,1

, ..., a0

of X in ΦN,p(X, j). Note that, since we typically have a list of multiple N , i.e., N1 < · · · < Nk,
the powers of j (up to DNk

) are computed once-and-for-all at every j, and recycled among the
Ni < Nk. We follow Section 7.3 to detect whether ΦN,p(X, j) ∈ Fp2 [X] has a root in Fp. Letting
β ∈ Fp2 be such that Fp2 = Fp(β), we first compute the related polynomials

g1 := (1/2) · [ΦN,p(X, j) + π(ΦN,p(X, j))] and

g2 := (−β/2) · [ΦN,p(X, j)− π(ΦN,p(X, j))],

where π ∈ Gal(Fp2/Fp) is the Frobenius endomorphism. By Proposition 7.3.3, we have g1, g2 ∈
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Fp[X] and

deg (gcd(g1, g2)) = 1 =⇒ ΦN,p(X, j) has a root in Fp.

We then complete the inspection of X1(Fp, N) by using Algorithm 7.3 to calculate gcd(g1, g2). If
gcd(g1, g2) ̸= 1, then (for large enough p) it is overwhelmingly likely that deg (gcd(g1, g2)) = 1, as
detailed in the following remark.

Remark 7.4.2. As discussed in Section 7.3.1, if E has a neighbour with j-invariant in Fp, then Al-
gorithm 7.4 will return true with high probability. Indeed, otherwise E is N -isogenous to multiple
subfield curves, which (heuristically) has probability at most O(p−1/4), or E is N -isogenous to an
elliptic curve with j-invariant π(j(E)) ∈ Fp2 , which (assuming GRH) has probability O(p−1/2) [148,
Theorem 3.9].

Due to this, our implementation uses the degree of the gcd as the criterion for terminating the
subfield search. Another possibility is to terminate whenever gcd(g1, g2) is non-constant, and then
to inspect the higher degree gcd according to the two possible scenarios discussed in Section 7.3.1.

Note that if we have a polynomial f(X) = anX
n + an−1X

n−1 + ...+ a1X + a0 ∈ Fp2 [X] then

1

2
[f + π(f)] = Re(an)Xn + Re(an−1)X

n−1 + ...+ Re(a1)X + Re(a0) ∈ Fp[X],

−β
2

[f − π(f)] = Im(an)X
n + Im(an−1)X

n−1 + ...+ Im(a1)X + Im(a0) ∈ Fp[X],

where, for a+ bβ ∈ Fp2 , Re(a+ bβ) = a and Im(a+ bβ) = b, in analogy with the notation used for
complex numbers. As a result, we can obtain g1 and g2 directly from f = ΦN,p by computing

g1 = XDN,1 + ...+ Re(a0), and g2 = Im(aDN,1−1)X
DN,1−1 + ...+ Im(a0).

This avoids having to compute any Fp2 -multiplications to calculate the related polynomials g1, g2.

Algorithm 7.4 NeighbourInFp: Detect whether j ∈ Fp2 is N -isogenous to a j′ ∈ Fp

Input: Positive integer N ≥ 2, j-invariant j, and prime p.
Output: A boolean indicating if j-invariant j has an N -isogenous neighbour j′ ∈ Fp.

1: aDN,1
, ..., a0 ← EvalModPolyj(N, j, p)

2: g1 ← XDN,1 + ...+ Re(a0)
3: g2 ← Im(aDN,1−1)X

DN,1−1 + ...+ Im(a0)
4: return InvFreeGCD(g1, g2)

Remark 7.4.3. This author would like to thank the examiners for pointing out the algorithm by
Stehlé and Zimmerman [295, Figure 7] for computing the GCD of two n-bit integers in quasi-linear
time. More precisely, the maximum of the number of bit operations performed by this algorithm is
≈ 19

4 M(n) log(n), where M(n) is the asymptotic time required to multiply two n-bit integers [295,
Theorem 12]. To improve the performance of NeighbourInFp, it would be interesting to adapt
Stehlé and Zimmerman’s algorithm to compute polynomial GCDs rather than InvFreeGCD.
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7.4.2 Cost of inspecting the N-isogeny graph

In this section, we determine the cost of inspecting the N -isogeny graph using NeighbourInFp,
denoted by costN .

For our application in SuperSolver, at each step the algorithm NeighbourInFp is run for each Ni
in a list N = {N1, . . . , Nk}. As remarked in Section 7.4.1, for a fixed j, the powers j2, . . . , jDNk

are computed once-and-for-all, and recycled among the Ni < Nk. Therefore, we disregard this cost
when determining the cost for each N .

As such, constructing g1, g2 ∈ Fp[X] following Lines 1 to 3 in Algorithm 7.4 requires at most
2mons(N) multiplications in Fp, where mons(N) is the number of monomials of the form XaY b

for a, b ∈ Z≥0 in ΦN,p(X,Y ) such that b ̸= 0. Here we assume that multiplying a Fp2 element
with a Fp element is equivalent to 2 Fp-multiplications. By Proposition 7.3.4, as g1, g2 ∈ Fp[X],
we compute InvFreeGCD (g1, g2) with at most (2D2

N,1 + 3DN,1 − 5) Fp-multiplications. Therefore,
for a fixed N , the number of Fp-multiplications needed to inspect X1(Fp, N) with NeighbourInFp is

costN := #Fp multiplications needed to inspect N -isogenous neighbours

≤ 2D2
N,1 + 3DN,1 − 5 + 2mons(N),

and nodesN := DN,1, both of which depend only on N . This means that, for each N , the ratio
RN := costN

nodesN
can be computed once for all primes. In Table 7.3, we present the N with the lowest

such ratio, ordering them in increasing order from left to right. We present both the theoretical
upper bound for RN given above, and its value computed experimentally. We observe that our
bound is exact.

N 3 5 7 9 11 13 17 19 15 23

DN,1 4 6 8 12 12 14 18 20 24 24
mons(N) 13 31 57 133 133 183 307 381 553 553
Theoretical RN 16.3 24.5 32.6 48.8 48.8 56.8 72.8 80.9 96.9 96.9
Experimental RN 16.3 24.5 32.6 48.8 48.8 56.8 72.8 80.9 96.9 96.9

N 25 29 21 31 27 37 41 43 33 35

DN,1 30 30 32 32 36 38 42 44 48 48
mons(N) 871 871 993 993 1261 1407 1723 1893 2257 2257
Theoretical RN 120.9 120.9 128.9 128.9 144.9 152.9 168.9 177.0 192.9 192.9
Experimental RN 120.9 120.9 128.9 128.9 144.9 152.9 168.9 177.0 192.9 192.9

Table 7.3: The cost of inspecting N -isogenous neighbours for N ordered by increasing cost from left to
right. We give both the theoretical upper bound for the ratio RN , and the Fp-multiplications per node
computed experimentally, showing that they match.

Remark 7.4.4. The ratio RN depends only on DN,1. Therefore, if N,M ∈ N have DN,1 = DM,1,
their ratio will be the same, namely RN = RM .

The important takeaway from Table 7.3 is that the number of Fp-multiplications incurred by
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our algorithm does not grow with p. This count is fixed and depends only on N . Looking back
at the root solving algorithms in Section 7.1.1, we see a stark difference in expected performance.
Those algorithms have many constants hidden by the big-O, have a leading N3 term (compared to
our N2 term), and, importantly, the number of field operations they incur grows as the field grows
due to their implicit dependency on log(p). Moreover, the complexities cited are for probabilistic
root finding algorithms. Their deterministic variants have even worse complexities [289, §20.6].

Remark 7.4.5. An alternative method for inspecting X1(Fp, N), pointed out to this author by
Travis Morrison, is to compute gcd(ΦN (j, Y ), Y p − Y ) as follows. Compute the image of Y p in
Fp2 [Y ]/(ΦN (j, Y )), say f(Y ), via a square-and-multiply algorithm. Then

gcd(ΦN (j, Y ), Y p − Y ) = gcd(ΦN (j, Y ), f(Y )− Y ),

which costs O(log p) multiplications in Fp, assuming the degree of ΦN (j, Y ) is O(1). Though this
is more efficient than computing roots of the modular polynomial for large N , it is still dependent
on p. As such, our NeighbourInFp is more efficient, with its advantage growing as p grows. A more
in-depth analysis at the concrete improvement of NeighbourInFp over this alternative method is
left as future work.

7.4.3 Choosing the Ni to minimise the cost of a step

We consider the cost of each step in SuperSolver, which we denote by costN , running detection on
a list N = {N1, . . . , Nk} with Algorithm 7.4. Let costpowers be the cost of computing the powers
j2, . . . , jDNk of j-invariant j. If N = {}, then costpowers = 0. Otherwise, costpowers ≤ DNk,1 − 1.
The cost costN is given by

(7.2) costN = coststep + costpowers +
∑
N∈N

costN .

We seek to find a list that minimises the ratio RN = costN
nodesN

, where nodesN is the total number of
nodes revealed using set N at each step.

Recall from Table 7.3 that the N ’s that give the cheapest cost per node inspected are (from
left to right)

[3, 5, 7, 9, 11, 13, 17, 19, 15, . . . ].(7.3)

We use Nb to denote each list of Ni, where the bit representation of b specifies the set of N ’s
from Equation (7.3); the least significant bit of b determines if 3 is included, the second least
significant bit of b determines if 5 is included, and so on. For example, N0 = {}, N2 = {5}, and
N7 = {3, 5, 7}.

Each step will always include revealing 2 neighbours in X1(Fp, 2). Indeed, Algorithm 7.2 can
compute both neighbouring j-invariants at no extra cost. Therefore, for a node j we have for each
step: costN ≥ coststep and nodesN ≥ 2. Here, equality holds only when we take the list to be N0,
which corresponds to the original Delfs–Galbraith algorithm.

To compute the exact nodes revealed at each step of our walk in the 2-isogeny graph, we assume
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the following heuristic.

Heuristic 7.4.6. Let E0 → E1 → E2 → . . . be a walk in the 2-isogeny graph. Any elliptic curve
that is N -isogenous to En is not M -isogenous to Em for some m ≥ 0.

To justify this heuristic, note that we perform inspection for small values of N , and our walks
have length O(log(p)) (see Section 7.2.3), so this would imply an endomorphism of degree O(log(p)).
In Appendix B in the full version of work by Love and Boneh [222], the proportion of such curves
is O(log(p)3/2/p), and is therefore negligible as p→∞. Under this heuristic, we have

(7.4) nodesN = 2 +
∑
N∈N

DN,1.

Minimising the ratio RN is a non-trivial task. We first restrict the Nb to only contain N such
that RN < RN0

, otherwise it would be more advantageous to take another step by moving to
a neighbouring node in X1(Fp, 2). We emphasise that costN0

grows with p, whereas costN stays
fixed. This signifies that the condition on N becomes less restrictive as p increases. Suppose that,
imposing this condition we get Nb ⊆ {N1, ..., Nk}. We then exhaust all b < 2k, corresponding
to subsets of {N1, ..., Nk}, to determine the Nb that minimise this ratio. It is important to note
that, as this optimisation depends only on the prime p, the set Nb can be determined in the
precomputation.

7.4.4 A bound on the cost of the SuperSolver algorithm

We now discuss a heuristic upper bound for the concrete cost of finding a subfield curve using the
SuperSolver algorithm combined with our optimised algorithm for walking in X1(Fp, 2).

Let coststep be the cost of taking a step in X1(Fp, 2), as given by Lemma 7.2.3. The concrete
cost of running a step of SuperSolver with list N = {N1, . . . , Nk} is given by

costN = coststep + costpowers +
∑
N∈N

costN

≤

coststep, for N = {},

coststep +DNk,1 − 1 +
∑
N∈N

(
2D2

N,1 + 3DN,1 − 5 + 2mons(N)
)
, for N = {N1, . . . , Nk}.

Combining our estimate of costN above with Equation (7.4), given a prime p we can obtain a
heuristic upper bound on the ratio RN . We demonstrate this through an example.

Example 7.4.7. Consider the prime p = 2250 − 207 with log(p) = 250. In this case, we follow
Section 7.4.3 to calculate that N = {3, 5, 7, 9, 11, 13} is the optimal set, meaning that costpowers ≤
13. By Lemma 7.2.3, the cost coststep depends on the maximum positive integer e such that 2e | p−
1, which in this case is 4. Therefore, Exp(2e−1) = 15 Fp-multiplications, and Exp(c) ≤ 2 log(p)−2

Fp-multiplications (using the double-and-add method for exponentiation), and so coststep ≤ 90 +

4 log(p). For the set N = {3, 5, 7, 9, 11, 13}, we have that∑
N∈N

costN ≤ 65 + 147 + 261 + 2 · 585 + 795 = 2438.
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Therefore, running SuperSolver with N = {3, 5, 7, 9, 11, 13}, we have an upper bound of

RN ≤
2541 + 4 log(p)

56
= 63.2

Fp-multiplications per node revealed, assuming the heuristic in Remark 7.4.2. Therefore, with 108

Fp-multiplications we expect to reveal at least 1582278 nodes. If we specialise instead to N0 = {},
we obtain the concrete cost of Solver. In this case, we find that Solver requires at most 545 Fp-
multiplications per node revealed, thus revealing at least 183486 nodes with 108 Fp-multiplications.
This is confirmed by our experiments in Table 7.6 of Section 7.6, which furthermore show that
these bounds are quite tight.

Due to the expansion properties of X1(Fp, 2), the expected proportion of subfield nodes in a ran-
dom walk in the graph is #Sp2/#Sp. Using this, we would expect the number of Fp-multiplications
needed to run SuperSolver until finding a subfield node using the set N to be

(7.5) RN ·
(
#Sp2
#Sp

)
.

From Theorem 4.2.4, we have #Sp2 = p
12 + O(1). Additionally, combining Proposition 4.2.6

and [216, pg. 97], we find that

#Sp ≥


1
2F (4p) if p ≡ 1 mod 4

F (p) if p ≡ 7 mod 8

2F (p) if p ≡ 3 mod 8

where F (D) := π
12eγ log logD

√
D, e is Euler’s number and γ is the Euler–Mascheroni constant.

Therefore,

(7.6)
#Sp2
#Sp

≤ eγ log log(p)

π

√
p ≈ (0.6 log log(p) + 0.2)

√
p.

As detailed above, for a given prime p, we can compute an upper bound for RN explicitly. There-
fore, we can combine Equation (7.6) with Equation (7.5) to obtain a (heuristic) upper bound for
the number of Fp-multiplications needed to run SuperSolver until finding a subfield node.

Remark 7.4.8. Interestingly, in Section 7.6 we observe that the average number of nodes visited
in the optimised Delfs–Galbraith walk through X1(Fp, 2) is more than the expected #Sp2/#Sp.
This is due to the clustering of X1(Fp, 2) in X1(Fp, 2), as we detail in Remark 7.6.1.

7.5 A worked example

We now use a worked example to illustrate how the Solver and SuperSolver algorithms solve the
supersingular isogeny problem, and to highlight the differences between them. Our SuperSolver
suite is written in SageMath/Python and a boolean variable supersolver specifies whether Solver
or SuperSolver is used. For a prime p, and two supersingular j-invariants j1 and j2 defined over
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Fp2 = Fp(β), Solver runs by entering

Solver(p, j10, j11, j20, j21, false)

and SuperSolver runs by calling

Solver(p, j10, j11, j20, j21, true),

where j10 = Re(j1), j11 = Im(j1) and similarly for j20, j21.
We picked p = 220 − 3, the smallest of the primes from Table 7.4 of Section 7.6, and generated

two pseudo-random4 j-invariants in Fp2\Fp:

j1 = 129007β + 818380 and j2 = 97589β + 660383.

Preprocessing. The preprocessing phase of both programs starts by constructing the extension
field Fp2 = Fp(β), where β2 is the first non-square in the sequence −1, −2, 2, −3, 3, . . . . It
then computes a list of constants for the Tonelli-Shanks subroutine, as detailed in Section 7.2.1.
The preprocessing phase then computes a set of integers N ≥ 3 on which we perform the fast
inspection according to the optimisations in Section 7.4, fetches the associated files (originally
from Sutherland’s database [301]) containing ΦN (X,Y ) ∈ Z[X,Y ] and reduces all the coefficients to
store a set of new, more compact files containing elements of Fp that define each of the ΦN,p(X,Y ) ∈
Fp[X,Y ]. This is done for both Solver and SuperSolver, since both of these programs use the original
Delfs–Galbraith subfield path algorithm [132, Algorithm 1] after the searches for subfield nodes
is complete. It is important to note, especially in the cryptanalytic context, that all of these
preprocessing steps only depend on p and can therefore be done without knowledge of j1 and j2.

Solver. The optimised walk in X1(Fp, 2) proceeds exactly as described in Section 7.2, i.e., using
the depth first search through the binary trees rooted at j1 and j2, until both searches find the
subfield nodes j′1 ∈ Fp and j′2 ∈ Fp. In the case of our example, paths were found to j′1 = 760776

and j′2 = 35387, depicted in Figure 7.3 and Figure 7.4. They correspond to ϕ1 : E1 → E′
1 and

ϕ2 : E2 → E′
2, where j(E1) = j1, j(E′

1) = j′1, j(E2) = j2, and j(E′
2) = j′2.

Solver then computes a connecting path between the subfield nodes following Delfs and Gal-
braith [132, Algorithm 1]. This is depicted in Figure 7.5. Solver simply reverses the steps in ϕ2 to
obtain its dual, ϕ̂2, and outputs the full path as ϕ : E1 → E2 as ϕ = ϕ̂2 ◦ ϕ′ ◦ ϕ1.

SuperSolver. With p = 220 − 3, the preprocessing phase determined that SuperSolver is optimal
with N3 = {3, 5} (see also Table 7.4 in the next section). Before departing the starting node j1 =

129007β + 818380, SuperSolver performs the rapid inspection of its 3- and 5-isogenous neighbours
as described in Section 7.4. It then takes steps in X1(Fp, 2) as in Section 7.2, but at each new node
it performs the rapid inspection of the 3- and 5-isogenous neighbours. In our example, both walks
found a subfield node after 2 steps in X1(Fp, 2). The walk from j1 found a 3-isogenous neighbour
and the walk from j2 found a 5-isogenous neighbour. The final step that finds ϕ′ is implemented
in SuperSolver exactly as it was for Solver. The three isogenies ϕ1, ϕ2, and ϕ′, comprising the full

4We do this by taking long walks in X1(Fp, 3) away from a known subfield curve.
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ϕ1 : j1 219247β + 863507 489342β + 132142

174188β + 794346 291380β + 146098 148602β + 24450

263095β + 184707 37438β + 90559 1027930β + 498080

612554β + 208821 994015β + 681197 206051β + 982009

649416β + 751358 203489β + 43055 393773β + 1028490

318158β + 140927 175225β + 937858 971263β + 725197

348684β + 935077 341898β + 405481 274229β + 367729

j′1 = 760776

2 2

2

2

2 2

2 2

2

2

2 2

2 2

2

2

2 2

2 2

2

Figure 7.3: A walk through X1(Fp, 2) for p = 220 − 3 during Solver. The walk starts at j1 = 129007β +
818380 ∈ Fp2\Fp and finds the subfield node j′1 = 760776 ∈ Fp after 21 steps.

ϕ2 : j2 867493β + 220256 252807β + 1011175

657423β + 286117 440840β + 706619 953362β + 11601

734841β + 660440 919529β + 442520 219960β + 646080

638727β + 940073 219719β + 594710 619876β + 961666

407014β + 868179 535787β + 1046047 138865β + 8726

1016378β + 696447 289439β + 170877 665078β + 700037

895198β + 793471 562302β + 547814 68076β + 946405

j′2 = 35387

2 2

2

2

2 2

2 2

2

2

2 2

2 2

2

2

2 2

2 2

2

Figure 7.4: A walk through X1(Fp, 2) for p = 220 − 3 during Solver. The walk starts at j2 = 97589β +
660383 ∈ Fp2\Fp and finds the subfield node j′2 = 35387 ∈ Fp after 21 steps.
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ϕ′ : j′1 815910 848568 157399 451011 820763

j′2 286978 76159

31 17 31 29 31

31

17 37

Figure 7.5: A path connecting two subfield j-invariants by taking steps in X1(Fp, N) using SuperSolver
with N ∈ {17, 29, 31, 37}. The walk starts at j′1 = 760776 ∈ Fp and connects to j′2 = 35387 ∈ Fp after 8
steps.

ϕ1 : j1 219247β + 863507 489342β + 132142 j′1 = 35387

ϕ2 : j2 867493β + 220256 252807β + 1011175 j′2 = 292917

ϕ′ : j′1 658300 343840 560315

j′2 439276

2 2 3

2 2 5

17 29 31

17

37

Figure 7.6: The three paths found comprising an isogeny from E1 to E2 as found by SuperSolver.

isogeny ϕ = ϕ̂2 ◦ ϕ′ ◦ ϕ1 are depicted in Figure 7.6.
To illustrate the core idea in this paper, we focus on the isogeny ϕ1 depicted at the top of Fig-

ure 7.6 and walk through the steps of the NeighbourInFp algorithm. Evaluating the third modular
polynomial at the intermediate j-invariants (Step 1 of Algorithm 7.4) yields

Φ3,p(X, 219247β + 863507) = X4 + (212814β + 479338)X3 + (408250β + 920025)X2

+ (811739β + 93038)X + 942336β + 847782;

Φ3,p(X, 489342β + 132142) = X4 + (872004β + 13960)X3 + (1031755β + 822066)X2

+ (969683β + 747785)X + 813010β + 255391.

Though the theory tells us that these two polynomials split over Fp2 [X], to the naked eye there is
no way to distinguish which (if any) of these polynomials has a root in Fp. In both cases, setting
g1 = 1/2 · (Φ3,p + π(Φ3,p)) (Step 2 of Algorithm 7.4) and g2 = −β/2 · (Φ3,p − π(Φ3,p)) (Step 3
of Algorithm 7.4) respectively yields

g1 = X4 + 479338X3 + 920025X2 + 93038X + 847782;

g2 = 425628X3 + 816500X2 + 574905X + 836099,
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and

g1 = X4 + 13960X3 + 822066X2 + 747785X + 255391;

g2 = 695435X3 + 1014937X2 + 890793X + 577447.

In the first case, Step 4 of Algorithm 7.4 outputs gcd(g1, g2) = 1, meaning that Φ3,p(X, 219247β+

863507) has no subfield roots. In the second case, we see gcd(g1, g2) = X + 1013186, meaning
that −1013186 = 35387 is a subfield root. In our example, we note that the total number of steps
between j1 and j2 returned by SuperSolver is 10, which is much shorter than the 50 steps taken
by Solver. Since the middle subfield path finding algorithm is the same in both routines, there is
no guarantee that the total path will always be smaller for SuperSolver. It is worth pointing out,
however, that the two outer paths from j-invariants in Fp2\Fp to j-invariants in the special subset
X1 (i.e., ϕ1 and ϕ2) returned by SuperSolver will never be longer than those returned by Solver.
Indeed, Solver can be viewed as a special case of SuperSolver where the list of N ’s is chosen to be
N0. Finally, we note that both Solver and SuperSolver always conclude by checking the correctness
of the full path from j1 to j2.

7.6 Implementation results

In this section we present some experimental results highlighting the efficacy of SuperSolver. The
experiments focus solely on the search for subfield nodes (i.e., the bottleneck step of Delfs–Galbraith
algorithm) and come in two flavours: many j-invariants over small primes, and one j-invariant over
a large, cryptographic prime.

Small primes and many walks. Table 7.4 and Table 7.5 report experiments that were run on the
largest primes of the 30 bitlengths from 20 to 49. We started at 5000 pseudo-random5 supersingular
j-invariants in Sp2 \ Sp for the primes of bitlengths 20-24, at 1000 j’s for the primes of bitlengths
25-29, at 500 j’s for the primes of bitlengths 30-34, at 100 j’s for the primes of bitlengths 35-39, at
50 j’s for the primes of bitlengths 40-44, and at 10 j’s for the primes of bitlengths 45-49. For every
j, we ran both Solver and SuperSolver (with the five sets of N ’s that were predicted to perform
best during preprocessing) until all walks hit a subfield j-invariant. Throughout, we will denote
these fast sets of N ’s by Nb, as in Section 7.4. In all cases we counted the exact number of Fp-
multiplications, squarings and additions required to find the subfield node. Following our metric
in Section 7.1, Table 7.5 reports the average number of Fp-multiplications by counting squarings
as multiplications, and highlights in bold which of the five predicted sets of N ’s performed best
on average.

Table 7.4 reports the average number of nodes visited in each of the walks, along with the ratio⌈
#Sp2/#Sp

⌉
, the expected number of random elements in Sp2 that would need to be sampled

to find a subfield element in Sp, and R, the ratio of the number of nodes we visited on average
using Solver against the number of elements we would expect to draw at random from Sp2 before
finding one in Sp (see Remark 7.6.1). Here, the primes are small enough that Sp can be computed

5Just as in Section 7.5, we used long walks in X1(Fp, 3) away from a known starting curve to achieve uniformity
in Sp2 .
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precisely (i.e., the class group can be computed). For each prime, Table 7.4 highlights in bold
the column that matches up with the least multiplications reported in Table 7.5. Note that, for
SuperSolver, the number of nodes visited is the number of nodes that are actually walked onto in
X1(Fp, 2), not the number of nodes inspected using our fast subfield detection algorithm. Thus,
in general, the lowest average number of nodes visited does not correspond to the lowest average
number of multiplications. Indeed, the walks with fewer N ’s spend less compute inspecting N -
isogenous neighbours and therefore move onto new nodes faster, but do not cover as much of the
supersingular set during the fast inspection.

Solver SuperSolver

Prime p p mod 8

⌈
#S

p2

#Sp

⌉
R

Fp-mults. Fastest Nj ’s N = {} N(i) N(ii) N(iii) N(iv) N(v)
per step [N(i) . . . ,N(v)]

220 − 3 5 530 1.5 54 [N3,N1,N7,N5,N2] 812 127 257 76 107 193
221 − 9 7 156 2.9 53 [N3,N1,N7,N5,N2] 459 86 218 53 87 111
222 − 3 5 584 1.5 60 [N3,N7,N1,N5,N6] 885 170 108 288 146 145
223 − 15 1 583 1.4 71 [N3,N7,N5,N6,N1] 838 172 106 169 121 430
224 − 3 5 1277 1.5 64 [N3,N7,N5,N1,N6] 1897 318 209 311 618 273
225 − 39 1 1231 1.5 71 [N3,N7,N5,N1,N6] 1873 360 223 359 933 259
226 − 5 3 732 1.9 62 [N3,N7,N1,N5,N6] 1362 352 194 691 271 233
227 − 39 1 2348 1.5 73 [N3,N7,N5,N6,N1] 3455 917 438 579 497 1766
228 − 57 7 2965 3.3 64 [N3,N7,N1,N5,N6] 9748 1788 1022 3065 1314 1306
229 − 3 5 2953 1.5 74 [N3,N7,N5,N6,N1] 4384 1053 526 712 603 2161

230 − 35 5 3965 1.4 75 [N3,N7,N5,N6,N1] 5555 1443 749 961 849 2825
231 − 1 7 9009 3.0 75 [N3,N7,N5,N6,N1] 27103 4501 2602 3755 3136 8794
232 − 5 3 5142 2.0 75 [N3,N7,N5,N6,N1] 10149 2520 1445 2108 1702 5335
233 − 9 7 6638 3.1 77 [N3,N7,N5,N6,N1] 20387 3832 2342 3756 2676 10562
234 − 41 7 10526 3.1 78 [N3,N7,N5,N6,N1] 32640 6443 3790 6094 4531 16320
235 − 31 1 117571 1.3 99 [N7,N3,N5,N6,N23] 150101 14893 27873 23076 20921 9850
236 − 5 3 29040 2.2 83 [N3,N7,N5,N6,N23] 63384 15929 9127 11974 10807 5249
237 − 25 7 70328 3.1 84 [N3,N7,N5,N6,N23] 218775 26241 16098 29226 24153 10405
238 − 45 3 100268 2.2 86 [N3,N7,N5,N6,N23] 217145 43595 21343 27187 26982 14897
239 − 7 1 174817 1.3 96 [N7,N3,N5,N6,N23] 230235 28802 48488 36770 38318 19677

240 − 87 1 266662 1.5 95 [N7,N3,N5,N6,N23] 394908 49855 80764 66646 56901 28016
241 − 21 3 205227 2.2 92 [N7,N3,N5,N6,N23] 448887 52656 105639 69940 62212 27395
242 − 11 5 557046 1.3 99 [N7,N3,N5,N6,N23] 720206 93920 189498 147651 102116 64309
243 − 57 7 198777 3.5 95 [N7,N3,N5,N6,N23] 705224 69021 153095 95778 81922 44112
244 − 17 7 307870 2.6 98 [N7,N3,N5,N6,N23] 808057 131220 285136 145263 142750 72964
245 − 55 1 3120225 0.7 108 [N7,N3,N5,N6,N23] 2298828 301730 410169 579449 404520 226542
246 − 21 3 2759728 3.3 102 [N7,N3,N5,N6,N23] 9075335 516826 788898 957832 730020 382101
247 − 115 5 4234340 1.2 108 [N7,N3,N5,N6,N23] 5182631 650377 866413 650377 801837 781907
248 − 59 5 2706129 2.5 111 [N7,N3,N5,N6,N23] 6739857 546014 899553 756358 651990 491312
249 − 81 7 1239417 2.9 107 [N7,N3,N5,N6,N23] 3582205 288124 660449 326050 319641 252270

Table 7.4: The average number of nodes visited in the search for subfield j-invariants with Solver and
SuperSolver using the five fastest sets N(i) . . . ,N(v). See further explanation in text.

The key trend to highlight is that, relatively speaking, SuperSolver gains more advantage over
Solver as the primes get larger. This is not as evident for the small primes in Tables 7.4 and 7.5
as it is for the larger primes below.

Remark 7.6.1 (X1(Fp, 2) clusters in X1(Fp, 2)). An interesting trend to highlight in Table 7.4 is
that the average number of nodes visited in the optimised Delfs–Galbraith walk through X1(Fp, 2)
is significantly more than the expected number of elements one would need to select randomly
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Solver SuperSolver

Prime p
⌈

#S
p2

#Sp

⌉
Fp-mults.
per step

Fastest Nj ’s
[N(i) . . . ,N(v)]

N = {} N(i) N(ii) N(iii) N(iv) N(v)

220 − 3 530 54 [N3,N1,N7,N5,N2] 44848 20601 22585 22235 23459 24951
221 − 9 156 53 [N3,N1,N7,N5,N2] 24187 13648 18578 15453 18770 14064
222 − 3 584 60 [N3,N7,N1,N5,N6] 52385 28062 31962 26410 32555 38348
223 − 15 583 71 [N3,N7,N5,N6,N1] 59691 30508 32883 39703 33370 44556
224 − 3 1277 64 [N3,N7,N5,N1,N6] 112878 53900 62725 70482 59206 73117
225 − 39 1231 71 [N3,N7,N5,N1,N6] 128703 63021 68210 83333 94434 70878
226 − 5 732 62 [N3,N7,N1,N5,N6] 85437 59484 58286 65813 61261 62216
227 − 39 2348 73 [N3,N7,N5,N6,N1] 251304 164036 135672 136633 137780 185819
228 − 57 2965 64 [N3,N7,N1,N5,N6] 631157 305345 308003 298049 299314 351102
229 − 3 2953 74 [N3,N7,N5,N6,N1] 326888 199985 171489 173335 177986 235902

230 − 35 3965 75 [N3,N7,N5,N6,N1] 412457 260188 232753 228089 236360 301541
231 − 1 9009 75 [N3,N7,N5,N6,N1] 1998840 809040 807306 889210 871068 934319
232 − 5 5142 75 [N3,N7,N5,N6,N1] 758637 455571 449889 501335 474549 572203
233 − 9 6638 77 [N3,N7,N5,N6,N1] 1564701 700390 733705 900515 751310 1153911
234 − 41 10526 78 [N3,N7,N5,N6,N1] 2537688 1184024 1191084 1467113 1276654 1799292
235 − 31 117571 99 [N7,N3,N5,N6,N23] 15272705 5037679 5790782 6109529 6396752 6213090
236 − 5 29040 83 [N3,N7,N5,N6,N23] 5244914 3006618 2913909 2942626 3099020 3211580
237 − 25 70328 84 [N3,N7,N5,N6,N23] 18322417 4979176 5155517 7211517 6950196 6375918
238 − 45 100268 86 [N3,N7,N5,N6,N23] 18402937 8315681 6856578 6735588 7791309 9143526
239 − 7 174817 96 [N7,N3,N5,N6,N23] 22505327 9627241 9879376 9587856 11562406 12332858

240 − 87 266662 95 [N7,N3,N5,N6,N23] 38602102 16664021 16455546 17377853 17169885 17559520
241 − 21 205227 92 [N7,N3,N5,N6,N23] 41185437 17284297 20890068 17817383 18399209 17006068
242 − 11 557046 99 [N7,N3,N5,N6,N23] 70760036 31439715 38704883 38573868 3086457440337712
243 − 57 198777 95 [N7,N3,N5,N6,N23] 66820000 22863425 30733754 24686759 24474388 27514948
244 − 17 307870 98 [N7,N3,N5,N6,N23] 79795521 43991657 58381667 38022655 43217829 45803624
245 − 55 3120225 108 [N7,N3,N5,N6,N23] 247697962103871110 87674099 156886333 126109617 144250917
246 − 21 2759728 102 [N7,N3,N5,N6,N23] 923415913174816651 163893709198006728 205399202 220786555
247 − 115 4234340 108 [N7,N3,N5,N6,N23] 550653552222915969 183895536 175113230248769348 272706341
248 − 59 2706129 111 [N7,N3,N5,N6,N23] 729589278188237971192728454 205161765 251091015 310387211
249 − 81 1239417 107 [N7,N3,N5,N6,N23] 38598205799186957 141171527 88278361 99648273 160633132

Table 7.5: The average number of Fp-multiplications used to search for subfield j-invariants with Solver
and SuperSolver using the five fastest sets N(i) . . . ,N(v). See further explanation in text.

from Sp2 in order to find an element of Sp. The reason for this is that components of X1(Fp, 2)
cluster together in X1(Fp, 2). Thus, with respect to finding subfield nodes, walks in X1(Fp, 2)
are significantly different from selecting nodes at random from Sp2 . The types of clusterings in
X1(Fp, 2) depend on the value of p mod 8 [132, Theorem 2.7], which is why this value is given
alongside p in each row. Write R for the ratio of the number of nodes we visited on average
using Solver (i.e., the N = {} column) against the number of elements we would expect to draw
at random from Sp2 before finding one in Sp (i.e., #Sp2/#Sp). Table 7.4 shows that (i) when
p ≡ 1 mod 4, we typically see 1 ≤ R ≤ 2; (ii) when p ≡ 3 mod 8, we typically see 2 ≤ R ≤ 3; and
(iii) when p ≡ 7 mod 8, we often see R > 3. Indeed, when p ≡ 1 mod 4, the graph X1(Fp, 2) is less
connected, meaning that short paths are more likely to go through nodes in Sp. In contrast, when
p ≡ 7 mod 8, the graph can be highly connected. This is exhibited in [5, §3.5.3], which presents
the number of connected components of X1(Fp, 2), depending on the value of p mod 8. For more
experimental data illustrating this phenomenon, see [5, §4.3]. In practice, we do not see the N > 1

as enough of a reason to incur the significant overhead of walking in X1(Fp, N) for N > 2 instead.
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In any case, the method of fast subfield root detection proposed in this paper will work regardless
of the N -isogenies that are used to take steps in a given walk. In fact, if walking in X1(Fp, N) for
N > 2 results in better concrete performance than for N = 2, the greater cost of taking a step in
X1(Fp, N) is likely to increase the size of the set of “fast N ’s” and the relative efficacy of invoking
subfield root detection.

Large primes and optimal node coverage. Table 7.6 illustrates the increased efficacy of
SuperSolver over Solver as the supersingular isogeny graphs get larger. Recall that we reported
some of the results from this table up front in the introduction, namely from the experiments using
primes from the isogeny literature. We chose the largest prime below 2k for k ∈ {50, 100, . . . 800},
and started from a pseudorandom j-invariant in Sp2 \ Sp as usual. Since these instances are too
large to actually run the full subfield search until it terminates, in each case we ran both Solver and
SuperSolver (for the three sets of N ’s that were predicted to perform best during preprocessing)
until the number of Fp-multiplications used exceeded 108, and then immediately stopped. The
numbers reported in bold in Table 7.6 are the total number of nodes covered (i.e., both walked
onto and inspected) during these walks. For the smallest prime p = 250 − 27, SuperSolver covers
around 3 times the number of nodes that Solver does; for the largest prime p = 2800 − 105,
SuperSolver covers around 17 times the number of nodes. Though primes beyond this size are
unlikely to be of cryptographic interest, it is worth pointing out that this trend continues: the
larger p grows, the more profitable it becomes to keep adding N ’s in the fast subfield inspection
algorithm.

Storing and accessing the reduced modular polynomials. The unreduced modular polyno-
mials ΦN (X,Y ) ∈ Z[X,Y ] require a significant amount of storage, but recall that the preprocessing
phase immediately reduces all the coefficients into Fp to produce ΦN,p(X,Y ) ∈ Fp[X,Y ]. This
can be done once-and-for-all for a specific prime, and this makes the storage and access of the
ΦN,p(X,Y ) a non-issue. Storing ΦN,p(X,Y ) requires at most (D2

N,1/2) · log(p) bits. For example,
the largest ΦN,p(X,Y ) for the 250-bit prime above is Φ13,p(X,Y ), which requires the storage of at
most D2

13,1/2 = 142/2 = 98 elements of Fp, around 3KB. The largest ΦN,p(X,Y ) for the 800-bit
prime above requires the storage of at most D2

19,1/2 = 202/2 = 200 elements of Fp, around 20KB.
Any of these would comfortably fit into the L1 cache on a modern CPU.

Concrete security of the supersingular isogeny problem. Our SuperSolver suite makes it
straightforward to go beyond the heuristic estimates in Section 7.4.4 and obtain precise estimates
on the concrete classical security offered by the general supersingular isogeny problem in Sp2 , for
any prime p. Combining a small experiment (like those reported in Table 7.6) with the expected
number of nodes one must cover before reaching a subfield node allows us to obtain accurate counts
on the expected number of Fp-multiplications, squarings and additions that must be carried out
during a full cryptanalytic attack. It is then a matter of costing these Fp operations with respect
to the appropriate metric, whether that be bit operations, cycle counts, gate counts, or circuit
depth.

Take, for example, the SQIsign 256-bit prime

p = 73743043621499797449074820543863456997944695372324032511999999999999999999999
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Solver SuperSolver

Prime p Nodes Fp-mults. Fastest Sets N Nodes Fp-mults. Improv.
inspected per node inspected per node Factor

{3,5,7} 2,859,221 35.0
250 − 27 883,007 113 {3,5} 2,736,601 36.5 2.8 - 3.2x

{3,7} 2,533,945 39.4

{3,5,7} 2,165,681 46.0
2100 − 15 443,951 223 {3,5,7,11} 2,121,313 47.1 4.5 - 4.9x

{3,5,7,9} 1,988,731 47.1

{3,5,7,9,11} 1,847,413 51.8
2150 − 3 317,215 315 {3,5,7,11} 1,895,201 52.9 5.6 - 6.0x

{3,5,7,9} 1,776,751 52.9

{3,5,7,9,11} 1,700,749 56.2
2200 − 75 241,987 415 {3,5,7,9,11,13} 1,715,449 56.3 7.0 - 7.1x

{3,5,7,11,13} 1,716,767 58.3

{3,5,7,9,11,13} 1,607,145 60.1
2250 − 207 191,115 521 {3,5,7,9,11} 1,561,645 61.1 8.2 - 8.4x

{3,5,7,11,13} 1,586,495 63.0

{3,5,7,9,11,13} 1,531,993 63.0
2300 − 153 164,273 610 {3,5,7,9,11} 1,468,279 65.0 8.0 - 8.4x

{3,5,7,9,11,13,17} 1,489,991 65.3

{3,5,7,9,11,13} 1,452,529 66.5
2350 − 113 141,097 709 {3,5,7,9,11,13,17} 1,432,345 68.0 9.7 - 10.3x

{3,5,7,9,11} 1,372,351 70.0

{3,5,7,9,11,13} 1,380,849 70.0
2400 − 593 123,649 809 {3,5,7,9,11,13,17} 1,378,991 70.6 10.8 - 11.2x

{3,5,7,9,11,13,19} 1,339,805 72.8

{3,5,7,11,13,9,17} 1,330,891 73.2
2450 − 501 110,407 906 {3,5,7,11,13,9} 1,317,849 73.3 11.9 - 12.1x

{3,5,7,11,13,9,17,19} 1,309,703 74.8

{3,5,7,9,11,13,17} 1,274,503 76.4
2500 − 863 97,209 1032 {3,5,7,9,11,13,17,19} 1,266,275 77.3 12.8 - 13.1x

{3,5,7,9,11,13} 1,245,721 77.5

{3,5,7,9,11,13,17} 1,239,501 78.6
2550 − 5 90,031 1111 {3,5,7,9,11,13,17,19} 1,238,921 79.0 13.3 - 13.8x

{3,5,7,9,11,13} 1,201,873 80.3

{3,5,7,9,11,13,17,19} 1,200,945 81.5
2600 − 95 81,253 1230 {3,5,7,9,11,13,17} 1,191,549 81.7 14.4 - 14.8x

{3,5,7,9,11,13,19} 1,166,297 83.6

{3,5,7,9,11,13,17,19} 1,176,411 83.3
2650 − 611 76,207 1314 {3,5,7,9,11,13,17} 1,161,061 83.9 14.9 - 15.4x

{3,5,7,9,11,13,19} 1,137,873 85.7

{3,5,7,9,11,13,17,19} 1,148,963 85.2
2700 − 1113 71,037 1408 {3,5,7,9,11,13,17} 1,127,317 86.4 15.8 - 16.2x

{3,5,7,9,11,13,17,19,23} 1,123,125 87.5

{3,5,7,9,11,13,17,19} 1,121,045 87.4
2750 − 161 66,237 1510 {3,5,7,9,11,13,17} 1,093,351 89.0 16.5 - 16.9x

{3,5,7,9,11,13,17,19,23} 1,101,767 89.3

{3,5,7,9,11,13,17,19} 1,095,195 89.4
2800 − 105 62,163 1610 {3,5,7,9,11,13,17,19,23} 1,081,825 90.9 16.2 - 17.6x

{3,5,7,9,11,13,17,19,15} 1,008,481 90.9

Table 7.6: The number of nodes inspected per 108 field multiplications for the largest primes of various
bitlengths. The Solver column corresponds to optimised Delfs–Galbraith walks in X1(Fp, 2) – see Sec-
tion 7.2. The SuperSolver columns correspond to enabling our fast subfield root detection algorithm with
the three fastest sets of N ’s (left to right) – see Section 7.4. Numbers in round brackets are the approx-
imate number of Fp-multiplications per node inspected, as computed during the precomputation phase
that determines which sets of N ’s will perform fastest. The improvement factor column corresponds to
the number of nodes inspected with SuperSolver divided by the number of nodes inspected by Solver.
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given by De Feo, Kohel, Leroux, Petit, and Wesolowski [125] to illustrate how our software can
be used to obtain precise security estimates. The precomputation phase of SuperSolver, which
takes a few seconds on input of p, reveals that taking an optimised step in X1(Fp, 2) costs 403

multiplications in Fp. Based on this cost, the precomputation further determines that the fastest
set of N ’s to proceed with are

N ∈ {3, 5, 7, 9, 11}.

On average, the combination of this set of N ’s and Algorithm 7.4 reduces the cost of the subfield
search from 403 multiplications in Fp per node to 55.7 multiplications in Fp per node (see Table 7.1).
Thus, on average, solving the supersingular isogeny problem costs

55.7 ·
(
#Sp2
#Sp

)
Fp-multiplications. Since p ≡ 7 mod 12, we have #Sp2 = ⌊p/12⌋ + 1 (see Theorem 4.2.4), and
since p ≡ 7 mod 8, #Sp is exactly the class number of the imaginary quadratic field Q(

√
−p)

(see Proposition 4.2.6). We suppose this class number is h, i.e., #Sp = h. Writing h = 2k,
where k is correct to 3 decimal places, we would obtain that the average cost of breaking this
instance of SQIsign is 2257.564−k multiplications in Fp. Note that, for large, cryptographic sized
primes p, computing class numbers is very computationally expensive. Indeed, a recent class group
computation for a 512-bit prime terminated in approximately 52 core years. Alternatively, we can
use our theoretical upper bound on #Sp2/#Sp from Equation (7.6).

In Table 7.7 we give average counts for the cost of breaking the supersingular isogeny problem
using SuperSolver for a number of primes underlying either B-SIDH6 or SQIsign.

Prime p p mod 8
Average number of
Fp-mults. per node

#Sp2 #Sp Average cost of SuperSolver

B-SIDH-p247 [99] 7 55.6 2242.559 2k1 2248.356−k1

TwinSmooth-p250 [105] 1 59.1 2246.220 2k2−1 2252.105−k2

SQISign-p256 [125] 7 55.7 2251.764 2k3 2257.564−k3

TwinSmooth-p384 [105] 1 63.1 2379.735 2k4−1 2385.715−k4

TwinSmooth-p512 [105] 5 69.1 2507.896 2k5−1 2514.007−k5

Table 7.7: The average number of Fp-multiplications required to solve the supersingular isogeny problem
using SuperSolver. When p ≡ 1 mod 4, we assume that N = 2k is the class number of Q(

√
−4p), where k

correct to 3 decimal places. Otherwise, it is the class number of Q(
√
−p). As N varies for each prime, we

will index N and k by the row in the table, i.e., Ni = 2ki will be the class number of the i-th prime in the
table. The number of Fp-multiplications per node using SuperSolver is taken from Table 7.1.

Remark 7.6.2. Converting the number of Fp-multiplications into a clock cycle count depends
heavily on the prime p. Therefore, to get a rough idea on how the Fp-multiplication counts
for SuperSolver translate into clock cycles, we turn to Scott’s optimised C implementation of Fp
arithmetic for the pseudo-Mersenne prime 2255 − 19 (see [282] for more details). Running the
same experiment as those reported in Table 7.6 on this prime, we find that 53.0 Fp-mutiplications
are needed per node revealed (using the optimal set computed to be {3, 5, 7, 9, 11, 13}). In Table

6B-SIDH is now broken.

139



2 from [282], Scott reports that at most 62 Skylake x86-64 clock cycles are needed for an Fp-
multiplication, thus giving us 3286 clock cycles per node revealed.
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Chapter 8

The isogeny problem in dimension 2

In this chapter, we study the general supersingular isogeny problem in dimension 2, and determine
the concrete complexity of the Costello–Smith attack. Using explicit parametrisations of the moduli
space of genus-2 curves whose Jacobians are split by an (N,N)-isogeny, we give an improved
attack with lower concrete complexity. For cryptographic-sized primes p ≈ 2128, we achieve an
improvement by around a factor of 25. The chapter is based on the paper

An algorithm for efficient detection of (N,N)-splittings and its application to the isogeny
problem in dimension 2

which is joint work with Craig Costello and Sam Frengley, published at PKC 2024 [88], where
it was given the Best Paper Award. The chapter is for all intents and purposes the same as the
published, barring minor editorial changes and the removal of repeated preliminaries.

Introduction

Let C and C ′ be genus-2 curves with superspecial Jacobians. The general dimension-2 superspecial
isogeny problem asks us to find an isogeny

ϕ : JC → JC′ ,

of p.p. abelian surfaces, where JC and JC′ are the Jacobians of C and C ′ respectively.
We say that the Jacobian JC of genus-2 curve C is split (over k) if there exists a separable

(polarised) k-isogeny of p.p. abelian surfaces JC → E1 × E2 where E1/k and E2/k are elliptic
curves.

The best known algorithm for solving the superspecial isogeny problem is due to Costello and
Smith [107] and consists of two stages. We recall its description from Section 4.3.2. The first
stage computes pseudorandom walks away from the two input Jacobians to find paths to products
of two supersingular elliptic curves, i.e., φ : JC → E1 × E2 and φ′ : JC′ → E′

1 × E′
2. Assuming

the pseudorandom walks quickly converge to the uniform distribution, the first stage runs in Õ(p)

classical bit operations, since the proportion of superspecial abelian surfaces that are isomorphic to
a product of elliptic curves is O(1/p). The second stage calls the Õ(p1/2) Delfs–Galbraith algorithm
(see Section 4.3.1) to find paths between E1 and E′

1 and between E2 and E′
2. These are then glued

together to obtain the path π : E1×E2 → E′
1×E′

2 connecting φ and φ′ in order to output the full
solution ϕ := φ̂′ ◦ π ◦ φ. It follows that the entire algorithm runs in Õ(p) classical bit operations
on average, with the cost dominated by the first step: finding paths to products of elliptic curves.
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Looking at Example 6.3.3, this algorithm follows the general strategy given at the start of Part II,
where the special subset X2 ⊂ S2(Fp) in this case is E2(Fp).

Isogeny-based cryptography in dimension 2. The product-finding algorithm that we accel-
erate in this work solves the general superspecial isogeny problem, which underlies the security of
various isogeny-based protocols in dimension 2. An example of such a scheme is the dimension-2
analogue of the CGL hash function [76], which was proposed by Takashima [303] and later extended
by Castryck, Decru, and Smith [72].

The 2022 breaks of SIDH and SIKE [67, 227, 271] revealed that understanding higher dimen-
sional isogenies is essential to navigate the isogeny graphs in dimension 1. More recently there has
been a line of works leveraging the techniques used in the attacks to propose new cryptosystems
that exploit isogeny computations in higher dimensions, for example SQIsignHD [116], FESTA [19],
and SCALLOP-HD [79]. Although the hard problems underlying these schemes are not directly
impacted by the algorithm that is optimised in this chapter, we believe the trend towards instanti-
ating schemes in higher dimensions will only make the dimension-2 supersingular isogeny problem
more relevant to practitioners as the field of isogeny-based cryptography continues to mature.

Based on the present knowledge of attacks in dimension 2, we believe it is reasonable to speculate
that the complexity of the product-finding algorithm may eventually be used as an upper-bound
on the classical hardness of attacking many schemes that are currently conceivable, even when the
underlying instances of the isogeny problem are special cases of its general formulation (provided
no superior algorithm for the special problem is found, of course). For example, consider the
dimension-2 analogue of the Σ-protocol that proves knowledge of an isogeny degree of a specified
length (see [119] for the latest on this protocol). In dimension 1, the best known classical attack on
this protocol is the van Oorschot–Wiener (vOW) meet-in-the-middle algorithm [253]. In dimension
2, however, the Õ(p) product-finding algorithm will solve the general problem at least as fast as
the van Oorschot–Wiener meet-in-the-middle algorithm [253], and is likely to become the preferred
algorithm1 for large enough p.

Contributions

We begin with an implementation of the algorithm described above for finding paths to products of
elliptic curves. This includes a streamlined version of the Takashima–Yoshida algorithm [304, §5.5]
for computing chains of Richelot isogenies. With this optimised algorithm, we provide a toolbox
for exploring the (2, 2)-isogeny graph. The expansion properties of the (2, 2)-isogeny graph are not
well understood, and our implementation is well suited to exploring this. For example, one could
hope to provide evidence towards Conjecture 4.2.9. Understanding the expansion properties of
this graph is crucial to gaining a deeper insight into the hardness of the general isogeny problem
in dimension 2.

This lays the foundation for the main contribution of this work: a new algorithm that speeds
up the search for paths to products of elliptic curves. At the heart of our algorithm is the work

1For a fixed memory bound w and single processor, taking n = p3/4 [159, §4.1] in [253, Equation 4] gives an
asymptotic runtime of O(p9/8) on a single core. Moreover, parallel processors running vOW must read from, and
write to, the huge central storage database (which hampers parallel performance in practice), while product-finding
is memory-free and parallelises perfectly.
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Walks in X2(Fp, 2) Walks in X2(Fp, 2)
without additional searching w. split searching in X2(Fp, N)

[107] (optimised in Section 8.2) This work

p Fp-mults. set Fp-mults. improv.
(bits) per node N ∈ {. . . } per node factor

50 579 {2, 3} 35 16.5x
100 1176 {2, 3} 48 24.5x
150 1575 {3, 4} 54 29.2x
...

...
...

...
...

950 9772 {4, 6} 69 141.6x
1000 11346 {4, 6} 71 159.8x

Table 8.1: An abbreviated version of Table 8.5. See Section 8.6 for further explanation.

of Kumar [206], who gives explicit parametrisations of the moduli space of genus-2 curves whose
Jacobians are split by an (N,N)-isogeny. When we step to a new node in the Richelot isogeny
graph, these parametrisations allow us to efficiently test whether any of the (N,N)-isogenous
neighbours are isomorphic to a product of supersingular elliptic curves without computing any
expensive (N,N)-isogenies. For example, over a field whose characteristic is a 100-bit prime, an
optimised Richelot isogeny (see Section 8.2) requires 1176 Fp-multiplications. This is the cost of
taking a single step in the Richelot isogeny graph, which reveals only one neighbour and is thus the
per-node cost of running the Costello–Smith attack. However, using the new algorithm we describe
in Section 8.4 with N = 3, we are able to test whether any of the (3, 3)-isogenous neighbours are
split with a total of 767 Fp-multiplications. Since there are 40 such neighbours, the per-node cost
of simultaneously searching these neighbours is less than 20 Fp-multiplications each. The upshot is
that when attacking an instance of the superspecial isogeny problem, we can sift through a larger
proportion of superspecial Jacobians per unit time, thus reaching an elliptic curve product with
fewer Fp-multiplications.

In Section 8.6 we report on a number of experiments conducted over both small primes (where
instances of the superspecial isogeny problem can be solved) and large primes of cryptographic size.
Applying our accelerated algorithm to find paths to elliptic products when p = 231 − 1, we solved
10 instances of the problem using an average of 233.0 multiplications in Fp for an average wall time
of 216.3 seconds. Our optimised version of the original algorithm due to Costello and Smith [107]
required an average of 236.8 multiplications in Fp for an average runtime of 220.5 seconds to solve
the same 10 instances. In Table 8.1 we give a snapshot of the improvements that were observed
in our implementation for a number of large primes of varying bitlength. We see that the relative
speed-up improves as the prime p grows in size (see Section 8.6 for more details).

For primes of at least 150 bits, we argue in Section 8.5.3 that (heuristically) Algorithm 8.4
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requires an expected number of(
14 log(p) + 34490

5 · 664

)
p+O(log(p))

Fp-multiplications before encountering a product of elliptic curves. Under the same heuristics,
our optimised version of the algorithm in [107] would require a larger expected

(
12 log(p)+129

5

)
p+

O(log(p)) Fp-multiplications.
We note that our algorithm for detecting (N,N)-splittings may be of interest outside our target

application of the dimension-2 superspecial isogeny problem. For example, it answers a question
posed by Castryck and Decru for d ≤ 11 [67, §11.3]:

Let H/Fp2 be a genus 2 curve with superspecial Jacobian J , and d > 1 an integer. Is
there a (d, d)-isogeny Φ : J → A such that A is a product of elliptic curves?

Applications to cryptanalysis. In the security analysis of their hash function, Castryck, Decru,
and Smith [72] correctly argue that, since the steps taken by their hash function correspond entirely
to “good extensions” (see Section 8.2.2), the path returned by the Costello–Smith algorithm (which
does not only consist of good extensions) is not a valid preimage [72, Footnote 11]. However, more
recent work by Florit and Smith [155, §6.2 - 6.4] shows that collisions in the Castryck–Decru–Smith
(CDS) hash function can be constructed once a walk to an elliptic product is known. So long as we
assume our walks approximate the random distribution on X2(Fp, 2) (more on this in Remark 8.2.1),
then we consider it prudent to use the complexity of the product-finding algorithms to classify the
security of a given instance of the CDS hash function, even if preimage resistance is the governing
security property.

As will become apparent in Section 8.5, our acceleration of the Costello–Smith algorithm will
return a (2nN, 2nN)-isogeny (for some n ∈ N and positive integer N ≤ 11). However, for many
cryptographic protocols in isogeny-based cryptography, the secret isogeny will be of a specified
degree, usually a prime power ℓk. Though an algorithm that transforms a (2nN, 2nN)-isogeny to
a (ℓk, ℓk)-isogeny has yet to be developed, for example by generalising the KLPT algorithm (see
Section 5.1.1) to dimension 2, we find it prudent to conjecture such an algorithm exists, rather
than betting the security of primitives on the converse.

Availability of Software

All of the source code accompanying this chapter is written in MAGMA [49] and can be found at

https://github.com/mariascrs/SplitSearcher.

Related work

At a high level, our improvements to the dimension-2 superspecial isogeny attack can be viewed as
an analogue of those recently given by the SuperSolver algorithm presented in Chapter 7. Indeed,
as described in the introduction of Part II, both attacks use random walks to find special nodes in
the graph to reduce the (remainder of the) algorithm to a comparatively easier isogeny problem:
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the special nodes in the Delfs–Galbraith algorithm are the isomorphism classes of elliptic curves
defined over Fp, while the special nodes in the Costello–Smith algorithm are the isomorphism
classes of products of elliptic curves. The key to the improvements in Chapter 7 was an efficient
method for determining whether modular polynomials have subfield roots without computing any
such roots explicitly. This allows many nodes to be simultaneously searched over without being
visited by means of expensive isogeny computations. The key to the improvements in this chapter
stem from Kumar’s parametrisations of the moduli space of genus 2 curves whose Jacobians are
split by an (N,N)-isogeny [206]. In a similar vein to Chapter 7, we show that these can be used
to simultaneously search over many neighbours without visiting the corresponding nodes in the
isogeny walks.

It is worth noting that, relatively speaking, the improvements found in this work are significantly
larger than the improvements reported in Chapter 7 in the dimension-1 case. At a first glance
of Section 8.4, it seems our batch (N,N)-split searching requires a lot more computation than the
analogous batch N -isogenous subfield curve searching done in SuperSolver. However, in dimension 2
we are processing O(N3) neighbours simultaneously (see Equation (2.8)), while the subfield search
in dimension 1 is batch testing O(N) neighbours each time (see Equation (2.7)). For primes of
size 50 to 800 bits, Table 7.6 in Chapter 7 reports speed-ups ranging from 2.8x to 17.6x, while the
speedups we found for primes of these same sizes range from 16.5x to 116.3x, as given in Table 8.5.

Outline

After detailing our optimised version of the original walk in X2(Fp, 2) from [107] in Section 8.2,
in Section 8.3 we recall standard results concerning moduli spaces for genus-2 curves with split
Jacobians and Kumar’s formulae [206]. In Section 8.4 we present the main contribution of this
work: an efficient algorithm to detect (N,N)-splittings. We give the full algorithm and discuss our
implementation in Section 8.5. Finally, we present the experimental results in Section 8.6 before
we conclude by mentioning some possible avenues for improving the algorithm.

8.1 Preliminaries

For this chapter, a reader should be familiar with principally polarised abelian surfaces, namely
products of elliptic curves and Jacobians of genus-2 hyperelliptic curves, as defined in Section 2.5.
In particular, we work with superspecial abelian surfaces defined over finite fields and isogenies
between them, detailed in Sections 2.8.2, 2.9 and 4.1. By studying the structure of the super-
special dimension-2 isogeny graph (see Section 4.2.2), we analyse and improve upon the concrete
complexity of the best classical attack against the dimension-2 general isogeny problem detailed
in Section 4.3.2.

8.2 Optimised product finding in X2(Fp, 2)

The best known algorithm for solving the superspecial isogeny problem in dimension 2 exploits the
subset X2 = E2(Fp) ⊆ S2(Fp). It is depicted in Algorithm 8.1, and is due to Costello and Smith
[107]. Recall from Section 4.3.2 that the overall cost of the algorithm is Õ(p) bit operations, with
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the bottleneck being Steps 1 and 2: finding paths φ : A→ E1 × E2 and φ′ : A′ → E′
1 × E′

2, where
both E1 × E2 ∈ E2(Fp) and E′

1 × E′
2 ∈ E2(Fp). From this point onwards, we focus on improving

the efficiency of this bottleneck step, as this will impact the concrete complexity of Algorithm 8.1.

Algorithm 8.1 Computing isogeny paths in X2(Fp, N) [107]

Input: A and A′ in S2(Fp)
Output: A path ϕ : A→ A′ in X2(Fp, N)

1: Find a path φ from A to some E1 × E2 in E2(Fp)
2: Find a path φ′ from A′ to some E′

1 × E′
2 in E2(Fp)

3: Find a path ψ1 : E1 → E′
1 using (elliptic curve) path finding

4: Find a path ψ2 : E2 → E′
2 using (elliptic curve) path finding

5: if length(ψ1) ̸≡ length(ψ2) (mod 2) then
6: return ⊥
7: else
8: Construct a path π : E1 × E2 → E′

1 × E′
2 using ψ1, ψ2 as in [107, Lemma 3]

9: return the path ϕ := φ̂′ ◦ π ◦ φ from A to A′

10: end if

The aim of this section is to describe an optimised instantiation of the product finding algorithm
given in Algorithm 8.1. Our instantiation uses pseudo-random walks in the superspecial subgraph
of the Richelot isogeny graph [154, Definition 1] and exploits a streamlined version of Takashima
and Yoshida’s Richelot isogeny algorithm [304] to take efficient steps therein.

8.2.1 Taking a step in X2(Fp, 2)

We start by deriving a streamlined version of Takashima and Yoshida’s Richelot isogeny algo-
rithm [304, Algorithm 2] that will be used as the basis for pseudo-random walks in the superspecial
subgraph of X2(Fp, 2).

On input of the six-tuple a = (a0, . . . , a5) ∈ (Fp2)6 defining2 the genus-2 curve

C/Fp2 : y2 = (x− a0) · · · (x− a5),

the algorithm outputs the six-tuple a′ = (a′0, . . . , a
′
5) ∈ (Fp2)6 that defines

C ′/Fp2 : y2 = (x− a′0) · · · (x− a′5),

where ϕ : JC → JC′ is the Richelot isogeny whose non-trivial kernel is precisely the three points
with Mumford coordinates ((x− ai)(x− ai+1), 0) ∈ JC [2] with i ∈ {0, 2, 4}. Using terminology
introduced by Smith [294], we say that this Richelot isogeny corresponds to the quadratic splitting
{(x− a0)(x− a1), (x− a2)(x− a3), (x− a4)(x− a5)}.

The main modifications we have made to their algorithm are:

• We assume that both the equations for C and C ′ are indeed given by the sextic polynomials
whose six roots are rational elements of Fp2 . This avoids the case distinctions made by

2For odd primes p, superspecial abelian surfaces always has full Fp2 -rational 2-torsion (see Section 4.1), which
in particular implies that the ai are defined over Fp2 .
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Takashima and Yoshida that allow for quintic inputs and outputs (i.e., one of the ai and/or
a′j being at infinity), which are unnecessary for our purposes. Indeed, they occur with
negligible probability, and after a change of coordinates we may assume that C and C ′ are
defined by sextics.

• We do not keep track of the leading coefficient of the sextic, since this merely determines which
quadratic twist we are on, which is irrelevant for our application because twists correspond
to the same node in X2(Fp, 2). This means we avoid the final inversion in Line 33 of [304,
Algorithm 2].

• Each of the three iterations of their main loop involves separate inversion and square root
computations. In each case, we use InvSqrt, which merges the inversion and square root into
one combined inverse-and-square-root computation (see Line 7 of Algorithm 8.2) using the
trick described by Scott [281].

On top of a small, fixed, number of field multiplications, Algorithm 8.2 computes a Richelot
isogeny using 3 calls to InvSqrt, which is essentially the same cost as a square root in Fp2 (see
Section 7.2.1). This means our streamlined version saves all of the four additional inversions in
Fp2 reported by Takashima and Yoshida [304, §5.5]. Otherwise, the notation and description of
the algorithm is essentially unchanged: the indices in Line 3 of Algorithm 8.2 are taken modulo 6,
and the indices in Line 5 are taken modulo 3.

Algorithm 8.2 RIsog: A Richelot isogeny in the general case

Input: a = (a0, . . . , a5) ∈ (Fp2)6 defining C/Fp2 : y2 = (x− a0) · · · (x− a5).
Output: a′ = (a′0, . . . , a

′
5) ∈ (Fp2)6 defining C ′/Fp2 : y2 = (x− a′0) · · · (x− a′5), where

ϕ : JC → JC′ is a Richelot isogeny whose kernel contains the three points ((x− ai)(x− ai+1), 0)
for i = 0, 2, 4; and split, a boolean that is true if the image of ϕ is in E2(Fp).

1: Initialise λ← [a[0] · a[1],a[2] · a[3],a[4] · a[5]], θ ← [], a′ ← []
2: for j = 0 to 2 do
3: ρ← [a[2j + 2]− a[2j + 4],a[2j + 3]− a[2j + 5],a[2j + 2]− a[2j + 5],a[2j + 3]− a[2j + 4]]
4: θ[j]← ρ[0] + ρ[1]
5: ν ← λ[j + 1]− λ[j + 2]
6: δ ← ρ[0] · ρ[1] · ρ[2] · ρ[3].
7: (µ, κ)← InvSqrt(θj , δ)
8: (a′[2j],a′[2j + 1])← ((ν + κ) · µ, (ν − κ) · µ)
9: end for

10: split← (λ[0] · θ[0] + λ[1] · θ[1] + λ[2] · θ[2]) = 0
11: return (a′, split)

Alternatives for computing (2n, 2n)-isogenies. There are numerous ways to compute chains
of (2, 2)-isogenies that would be fit for our purposes, but we are yet to find one that can appreciably
outperform repeated calls to Algorithm 8.2. Recall that each such call computes a (2, 2)-isogeny
using a fixed number of Fp-multiplications on top of three calls to the merged inversion-and-square
root computation (i.e., InvSqrt). Castryck and Decru’s multiradical variant of a Richelot isogeny
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also requires at least three square root computations in Fp2 [69, §4.2], so the most we could expect
to gain using their formulae is in the constant number of additional Fp-operations (assuming any
field inversions required in their case can also be absorbed into the square root calls). Kunzweiler’s
efficient (2n, 2n)-isogeny algorithm [207] could also be used in our scenario, but in testing this
algorithm against ours we observed that, on average, ours performs between 3x and 5x faster
for the two primes considered by Kunzweiler. Note, Kunzweiler’s formulae were derived with a
different target application (i.e., G2SIDH) in mind, meaning computing a chain of (2, 2)-isogenies
of fixed length n is most efficient when 2n | p+ 1. In our algorithm, we compute chains of length
much larger than any such n and, as a result, this comparison is unfair to [207]. Our comparison
is to ensure that we are not sacrificing efficiency in our context. An alternative is the algorithm
developed by Dartois, Maino, Pope, and Robert [117] for computing a chain of (2, 2)-isogenies
using theta coordinates. However, as with Kunzweiler’s formulæ, their algorithm for computing a
chain of length n is most efficient when our starting Jacobian has full Fp2 -rational 2n-torsion, and
so is unlikely to be competitive with RIsog for a general prime p.

8.2.2 Walking in the superspecial subgraph of X2(Fp, 2)

We now turn to describing walks in the superspecial subgraph of X2(Fp, 2) that take steps using
the RIsog algorithm developed above. To ensure that these walks are non-backtracking and avoid
short cycles, the output of RIsog must first be permuted so that the quadratic splitting implicit
to its ordering (see Section 8.2.1) corresponds to a good extension of the previous (2, 2)-isogeny,
i.e., a (2, 2)-isogeny whose kernel intersects trivially with the kernel of the dual of the previous
(2, 2)-isogeny.

Kernel permutations corresponding to good extensions. Following Castryck, Decru, and
Smith [72], there are 8 non-equivalent permutations of our ai which correspond to good extensions
of the previous (2, 2)-isogeny. Our walks are deterministically defined by pseudorandom bitstrings.
Each step uses three bits to choose which of the 8 good extensions defines our next (2, 2)-isogeny.
Using [72, Proposition 3], we define the function a← PermuteKernel(a, bits) by

a←



(a[0],a[2],a[1],a[4],a[3],a[5]) , bits = 0|0|0;
(a[0],a[2],a[1],a[5],a[3],a[4]) , bits = 0|0|1;
(a[0],a[3],a[1],a[4],a[2],a[5]) , bits = 0|1|0;
(a[0],a[3],a[1],a[5],a[2],a[4]) , bits = 0|1|1;
(a[0],a[4],a[1],a[2],a[3],a[5]) , bits = 1|0|0;
(a[0],a[4],a[1],a[3],a[2],a[5]) , bits = 1|0|1;
(a[0],a[5],a[1],a[3],a[2],a[4]) , bits = 1|1|0;
(a[0],a[5],a[1],a[2],a[3],a[4]) , bits = 1|1|1.

Remark 8.2.1. Recall that under a mild conjecture on the associated eigenvalues stated in Con-
jecture 4.2.9, Florit and Smith [155] show that, despite Richelot isogeny graphs not having optimal
expansion, walks of length O(log p) still approximate the stationary distribution on X2(Fp, 2). This
statement is implicitly assuming that walks are unrestricted, i.e., that each step can take any one
of the 15 outgoing Richelot isogenies. In choosing to restrict each step in X2(Fp, 2) to the 8 good
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edges with the aim of avoiding fruitless cycles, we are under the implicit assumption that these
walks also rapidly approximate the stationary distribution. All of our experiments over small
primes produced results that support this assumption (see Section 8.6), and Florit and Smith [155,
§6.4] also comment in its favour. Nevertheless, if future research provides evidence to the contrary,
modifying our walks to include the 6 other extensions is straightforward. In this case we could
either aim to prohibit certain sequences of isogenies that cycle back to prior nodes, or (since we
abandon walks after a small number of steps – see below) simply tolerate the possibility of revis-
iting prior nodes. Even if a walk did cycle back and hit a prior node, in general we would have a
14−n chance of continuing along the same path for n steps thereafter.

Pseudorandom walks in the superspecial subgraph of X2(Fp, 2). A given step of our
pseudorandom walk can now be defined as a ← Step(a, bits), where the function Step is simply
given by

Step(a, bits) = RIsog(PermuteKernel(a, bits)).

Recall from Lines 1 and 2 of Algorithm 8.1 that our goal is to find a path φ from A ∈ S2(Fp) to
some E1 × E2 ∈ E2(Fp). In principle, one could continue walking deterministically from the input
node A ∈ S2(Fp) for as long as it takes to find the splitting E1×E2 ∈ E2(Fp), but the length of this
path would be O(p). To ensure a compact description of the solution, we instead take a relatively
small number of steps from A ∈ S2(Fp) before abandoning a walk, returning to A ∈ S2(Fp), and
starting again.

Our implementation uses MAGMA’s inbuilt function SHA1 : {0, 1}∗ → {0, 1}160 to generate pseu-
dorandom walks consisting of 160 Richelot isogeny steps as follows. We start by setting H0 :=

StartingSeed(a), where a ∈ (Fp2)6 defines the input node A ∈ S2(Fp), and where StartingSeed
merely concatenates and parses the 12 Fp components of a in order to be fed as input into SHA1.
We then define the function Hash : {0, 1}∗ → {0, 1}480 as Hash : s 7→ SHA1(s)||SHA12(s)||SHA13(s),
where SHA12(s) denotes SHA1(SHA1(s)), etc. Our first walk in X2(Fp, 2) is defined by H1 =

Hash(H0); these 480 bits are used (three bits at a time) to give 160 steps away from A ∈ S2(Fp),
at which point we return back to A ∈ S2(Fp) and repeat the process by using Hi+1 = Hash(Hi) for
i = 1, 2, . . . , until one of our calls to RIsog returns split = true, at which point our walks have hit
a node in the special subset E2(Fp). To proceed to the elliptic curve path finding in Steps 3 and 4
of Algorithm 8.1, the j-invariants of the elliptic curves in the product of the final (2, 2)-isogeny are
determined using [72, §6.2]. This concludes the description of our implementation of the generic
product finding algorithm from [107] that works entirely in X2(Fp, 2).

Choice of Optimisations. In our search for product curves we use optimised walks in X2(Fp, 2),
rather than adopting Castryck and Decru’s multiradical isogenies [69] to walk in Γ2(3; p). Indeed,
their hash function built from multiradical (3, 3)-isogenies between superspecial genus-2 Jacobians
outperforms its (2, 2)-counterpart by a factor of around 9. We first note that the bulk of the
Castryck–Decru speedup comes from their hash function processing 3 trits of entropy per (3, 3)-
isogeny, rather than 3 bits of entropy processed by a (2, 2)-isogeny. In our application, however,
entropy is irrelevant, and we are only interested in the raw cost of taking one step in the graph.
Nevertheless, Castryck and Decru still report approximately a 2.7x speed-up for a multiradical
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(3, 3)-isogeny (which is dominated by 3 cube roots over Fp2) compared to a multiradical (2, 2)-
isogeny (which is dominated by 3 square roots over Fp2), with this factor coming directly from the
relative performance of cube roots and square roots in Fp2 in MAGMA. In our implementation, we
optimise the computation of the square roots in Fp2 in terms of exponentiations and multiplications
in Fp using the tricks due to Scott [281, §5.3] (see Section 7.2.1 for more details), and we are
unaware of analogous (or any) tricks in the cube root case that could outperform the square root
computation.

Furthermore, we use walks in X2(Fp, 2) that do not store or recycle any information from
previous steps. Indeed, we could not see an obvious way to (re)use any of the three square roots in
Line 7 of Algorithm 8.2 to compute the other 7 good extensions. We remark that this is a feature
of our choice to walk using only good extensions, and we could in fact recycle these square roots
to compute some of the bad extensions. If it turns out that there is a way to compute all 8 of the
image tuples a in appreciably fewer operations than calling the RIsog algorithm on all 8 kernels
individually, then one could define an octonary tree in an analogous fashion to the binary tree used
in SuperSolver, as described in Section 7.2.3.

Remark 8.2.2. Since the work in this chapter was completed, a new paper on computing radi-
cal (2, 2)-isogenies using theta coordinates has been made public [208]. Similarly to RIsog, their
formulas allow us to efficiently navigate X2(Fp, 2) taking only good extensions. Due to the level-2
structure imposed by the theta model, radical 2-isogenies in the theta model may give a promising
speed up. It wouldx therefore be interesting to further investigate if they can outperform RIsog.

8.3 Explicit moduli spaces for genus 2 curves with split Ja-

cobians

We give a brief review of some well known facts about genus-2 curves with split Jacobians and
their moduli. The reader wishing for a more in-depth discussion is encouraged to consult, for
example, [57, §2], [163], [205], or [206].

8.3.1 The Igusa–Clebsch invariants of a genus-2 curve

Let k be a field of characteristic not equal to 2. Let M2 denote the variety whose points [C] ∈
M2(k) correspond to the k-isomorphism classes of genus-2 curves C defined over k.

As explicitly defined in Section 2.5.2, we may associate to any genus-2 curve C/k its Igusa–
Clebsch invariants I2(C), I4(C), I6(C), and I10(C), where the subscript denotes the weight of the
invariant. Moreover, the isomorphism class of C/k is uniquely determined by its Igusa–Clebsch
invariants. This induces a birational k-morphismM2 ↪→ P(1, 2, 3, 5) given by associating to a class
[C] its Igusa–Clebsch invariants [I2(C) : I4(C) : I6(C) : I10(C)].

8.3.2 Optimal splittings of Jacobians of a genus-2 curves

Let C be a curve of genus 2 defined over a field k. Recall that we say the Jacobian JC of C is split
(over k) if there exists a (polarised) separable k-isogeny ϕ : JC → E1 × E2 where E1/k and E2/k
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are elliptic curves.3

To work explicitly with subvarieties of M2 which parametrise genus-2 curves with split Ja-
cobians, we will restrict our focus to Jacobians which are split by an (N,N)-isogeny. However,
without imposing further conditions on the isogeny, our subvarieties will not be irreducible. Fol-
lowing Bruin–Doerksen [57, §2], we make the following definition:

Definition 8.3.1. Let k be a field, C/k be a curve of genus 2, and E/k be an elliptic curve. We
say that a cover (i.e., a surjective morphism) ψ : C → E of degree N is optimal if N is coprime to
the characteristic of k and ψ does not factor through a non-trivial unramified covering.

We say that a polarised separable isogeny φ : JC → E1 × E2 is an optimal (polarised) (N,N)-
splitting if φ is an (N,N)-isogeny and the covering C → E1 induced by φ and the Abel–Jacobi
map4 is optimal. In this case JC is said to be optimally (N,N)-split.

In our application N will be an integer ≤ 11 and k will be the finite field Fp2 for some prime
number p ≫ 11, so the assumption that φ is separable will be automatically satisfied. In fact,
every splitting factors through an optimal (N,N)-splitting. More precisely, we have the following
proposition.

Proposition 8.3.2. If JC is split (over k) then there exists an integer N ≥ 2 such that JC is
optimally (N,N)-split (over k).

Proof. We closely follow [57, Proposition 2.8]. Since JC is split, there exists a separable k-isogeny
φ : JC → E1 × E2 where E1/k and E2/k are elliptic curves. Since φ is separable, there exists
an elliptic curve D1/k such that the morphism C → E1 induced by the Abel–Jacobi map and φ

factors through an optimal cover ψ : C → D1. By [57, Lemma 2.6], ψ gives rise to an optimal
(N,N)-splitting JC → D1 ×D2, where D2 is an elliptic curve and N is the degree of ψ.

8.3.3 The surfaces L̃N and LN

We write L̃N for the surface whose k-points parametrise (k-isomorphism classes of) pairs (C,φ)

where C is a curve of genus 2 and φ : JC → E1 × E2 is an optimal (N,N)-splitting.
Replacing φ with its composition with the natural isomorphism E1 × E2 → E2 × E1 gives an

involution5 on L̃N . We write LN for the quotient of L̃N by this involution. The natural map
L̃N −→M2, given by (C,φ) 7−→ [C], factors via L̃N → LN .

Kumar [206] gave explicit models of the surface L̃N for each integer N ≤ 11. In this range the
surfaces LN are rational (i.e., birational to A2), and they give an explicit model for the surface
L̃N as a double cover (i.e., a degree 2 cover) of LN together with the moduli interpretation of
LN . More specifically, they compute rational functions I2(r, s), I4(r, s), I6(r, s), I10(r, s) which
(after an appropriate projective rescaling) may be taken to lie in Z[r, s] and for which the following
diagram commutes

A2 P(1, 2, 3, 5)

LN M2

φN

3The convention that ϕ is separable contrasts with, e.g., [57, Definition 2.1].
4The Abel–Jacobi map C → JC gives an embedding of a curve C with genus g ≥ 1 into its Jacobian JC .
5An involution is a morphism that is its own inverse.
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Here the maps on the left and right are birational and the rational map φN is given by (r, s) 7→
[I2(r, s) : I4(r, s) : I6(r, s) : I10(r, s)].

We will employ the following lemma to detect whether a Jacobian JC is optimally (N,N)-split
over k.

Lemma 8.3.3. The Jacobian of a genus-2 curve C/k is split over k if and only if there exists an
integer N ≥ 2 such that the point [C] ∈M2(k) lies in the image of LN →M2.

Proof. If JC is split, then it is optimally (N,N)-split for some integer N ≥ 2 by Proposition 8.3.2.
In this case, the corresponding point on L̃N maps to [C] on M2. Conversely, suppose [C] lies in
the image of LN → M2. Since the morphism L̃N → LN is a surjection on k-points, there exists
an optimal (N,N)-splitting φ : JC → E1 ×E2 such that the preimage of [C] under this morphism
is (C,φ) ∈ L̃N (k). Hence, JC is split.

Remark 8.3.4. Genus-2 curves with split Jacobians, and their moduli, have appeared many
times elsewhere in the literature. Indeed, when N = 2, 3 and 4, generic families of genus-2
curves with optimally (N,N)-split Jacobians were known classically from work of Legendre, Jacobi,
Hermite, Grousat, Burkhardt, Brioschi, and Bolza (see the introduction of [206] for a more in-depth
discussion).

More recently, the surfaces L̃N for 2 ≤ N ≤ 5 have been computed by exploiting the fact
that if JC is optimally (N,N)-split then there exist degree N morphisms C → E1 and C → E2.
Kuhn [205] revisited this problem when N = 3 and Shaska [283] gave a method for general N
for computing the surface L̃N together with a curve C/k(L̃N ) such that JC is (N,N)-isogenous
to a product E1 × E2. This was extended to explicit computations when N = 3, 5 in [284] with
further partial results when N = 7. When 2 ≤ N ≤ 5, similar results also appear in various joint
works of Shaska together with Magaard, Volklein, Wijesiri, Wolf, and Woodland [226, 285, 286,
287] and the work Gaudry–Schost [176] of Bröker–Lauter–Howe–Stevenhagen [53] and Djukanović
[137, 138] when N = 3.

If a product of elliptic curves E1 × E2 is (N,N)-isogenous over k to the Jacobian of a genus-
2 curve then there exists a Galois equivariant isomorphism between their N -torsion subgroups
which is anti-symplectic with respect to the Weil pairing (see e.g., [57, Proposition 2.8]). This
description was employed by Bruin–Doerksen [57] to compute the surface L̃4. Indeed, this implies
that the surface L̃N is birational to the modular diagonal quotient surface Z(N,−1) constructed
by Kani and Schanz [197]. The surfaces Z(N,−1) have been computed for several values of
N > 11. In particular Fisher [152, 153] computed Z(13,−1) and Z(17,−1) and Frengley [162]
computed Z(12,−1). However, while these models recover the image E1×E2 of the splitting, they
do not immediately give the genus-2 curve C. It would be interesting to give the degree 2 map
Z(N,−1)→M2 which recovers the moduli description of L̃N .

8.3.4 The image of the morphism LN →M2

Recall that we have a map LN →M2 → P(1, 2, 3, 5) given by the Igusa–Clebsch invariants. The
(Zariski closure of) the image of this map is a projective surface given by the vanishing of a
polynomial FN ∈ Z[I2, I4, I6, I10] which is homogeneous with respect to the weights.
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If k is a field of characteristic coprime to 2N , the Jacobian of a genus-2 curve C/k is optimally
(N,N)-split over k if and only if

FN (I2(C), I4(C), I6(C), I10(C)) = 0.

For 2 ≤ N ≤ 5 the polynomial FN was computed by Bruin–Doerksen [56, 57, Theorem 1.2] and
Shaska, Magaard, Volklein, Wijesiri, Wolf, and Woodland [226, 285, 287].

Such equations may be computed from Kumar’s formulae [206]. For each N ≤ 5 we interpolate
the image of φN modulo a small number of primes ≈ 2128. Lifting these equations to characteristic
zero with the LLL algorithm gives a candidate for FN .

Since FN is an irreducible polynomial and the image of φN is an irreducible variety, we verify the
result in MAGMA by checking that FN vanishes at the equations defining φN . These polynomials are
available in the code accompanying this chapter, and their properties are summarised in Table 8.2.

Remark 8.3.5. As pointed out to us by Benjamin Smith, for a generic genus-2 curve C : y2 =

(x−a0) . . . (x−a5) the polynomial F2(I2(C), I4(C), I6(C), I10(C)) is (up to a scaling factor) equal
to the square of the product of the determinants of the 15 Richelot kernels. This gives a connection
to the classical work of Bolza [37, p. 51] where this is the invariant which Bolza calls R2.

N Weighted degree of FN
Number of

monomials in FN

Average bitlength of the
coefficients of FN

2 30 34 ∼ 16.6

3 80 318 ∼ 64.3

4 180 2699 ∼ 197

5 480 43410 ∼ 617

Table 8.2: The number of monomials in the defining equation FN for the image of LN in P(1, 2, 3, 5) and
the total number of bytes required to (naively) store the coefficients of each FN .

8.4 Efficient detection of (N,N)-splittings

In this section we present an algorithm to efficiently detect whether, at each step, the p.p. abelian
surface JC is (N,N)-isogenous over Fp to a product of elliptic curves, without ever computing
an (N,N)-isogeny. We are able to use resultants and gcd computations, rather than inefficient
computations of (N,N)-isogenies, therefore avoiding all N th-root calculations and the need to
work in extension fields when the N -torsion is not fully Fp2-rational.

A natural starting point to perform this detection is to exploit the equations FN for the image
of the morphism LN → P(1, 2, 3, 5) (see Section 8.3.4). Indeed, if a genus-2 curve C/Fp2 is (N,N)-
split, then FN (I2(C), I4(C), I6(C), I10(C)) = 0. However, as demonstrated in Table 8.2, both the
number of monomials in FN and the bitlength of its coefficients grow rapidly with N . As a result,
computing and storing FN for N > 5 is challenging. Instead, we will use techniques in elimination
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theory to determine whether [C] lies on the (Zariski closure of) the image of φN . Indeed, even for
N ≤ 5, evaluating the image at the Igusa–Clebsch invariants of C will not outperform this method.

Lemma 8.4.1. Let N ≥ 2 be an integer and C/k be a genus-2 curve defined over a field k of
characteristic not dividing 2N . Suppose that the Igusa–Clebsch invariants I2(C), I4(C), I6(C),
and I10(C) are non-zero. Write α1(C) =

I4(C)
I2(C)2 , α2(C) =

I2(C)I4(C)
I6(C) , and α3(C) =

I4(C)I6(C)
I10(C) . If

there exist r0 ∈ k ∪ {∞} and s0 ∈ k satisfying
α1(C) =

I4(r0,s0)
I2(r0,s0)2

,

α2(C) =
I2(r0,s0)I4(r0,s0)

I6(r0,s0)
,

α3(C) =
I4(r0,s0)I6(r0,s0)

I10(r0,s0)

then JC is optimally (N,N)-split over k. Here Iw(r, s) are as in Section 8.3.3.

Proof. The rational map ψ : P(1, 2, 3, 5) 99K A3 given by [I2 : I4 : I6 : I10] 7→
(
I4
I22
, I2I4I6

, I4I6I10

)
is

birational with inverse (α1, α2, α3) 7→
[
1 : α1 : α1

α2
:

α2
1

α2α3

]
. Moreover on the open subvariety (with

respect to the Zariski topology) of P(1, 2, 3, 5) where I2, I4, I6, and I10 are nonzero the map ψ

restricts to an isomorphism onto its image. The claim follows from the discussion preceding the
lemma.

Remark 8.4.2. It is common in the literature (e.g., [57, 190]) to choose the affine patch with
coordinates the absolute invariants 6(I22−16I4)

I22
, −12(5I32−176I2I4+384I6)

I32
, and 3888I10

I52
. Our choice is ad

hoc and made to optimise the algorithms in Section 8.4.2. In particular, the choice in Lemma 8.4.1
yields polynomials Pi,j in Lemma 8.4.5 of smaller degree. Choosing an affine patch of P(1, 2, 3, 5)
so that the analogous polynomials to Pi,j in Lemma 8.4.5 have minimal degree would likely lead
to improved performance of our algorithm.

Remark 8.4.3. In the code accompanying this chapter we provide a function InvariantsFromWeier-
strassPoints that, on input of the 6-tuple a = (a0, . . . , a5) ∈ (Fp2)6 of Weierstrass points, computes
the 3-tuple α(C) = (α1(C), α2(C), α3(C)) ∈ (Fp2)3 using a total of 291 multiplications and one
(merged) inversion in Fp. This is the first step of Algorithm 8.4.

Define polynomials fk(r, s) ∈ Z[α1, α2, α3][r, s] by

f1(r, s) = I4(r, s)− α1I2(r, s)2,

f2(r, s) = I2(r, s)I4(r, s)− α2I6(r, s),

f3(r, s) = I4(r, s)I6(r, s)− α3I10(r, s).

The following proposition follows immediately from Lemma 8.4.1.

Proposition 8.4.4. Suppose that C/k is a genus-2 curve with non-zero Igusa–Clebsch invariants.
If there exist r0 ∈ k ∪ {∞} and s0 ∈ k such that for each w ∈ {2, 4, 6, 10} we have Iw(r0, s0) ̸= 0

and fk(r0, s0) = 0, then JC is optimally (N,N)-split over k.

In Section 8.4.2 we describe a method for determining whether, given a genus 2 curve C/Fp
with superspecial Jacobian, there exists a point P ∈ A2(Fp) such that the polynomials fk(r, s)
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vanish at P . Moreover, we determine lower bounds on their costs in terms of Fp-multiplications
for each N ∈ {2, 3, . . . , 11}.

8.4.1 The resultants of fj and fk

Fix an integer 2 ≤ N ≤ 11. For each distinct pair i, j ∈ {1, 2, 3}, define polynomials6

Ri,j(s) := resr(fi(r, s), fj(r, s)) ∈ Z[α1, α2, α3][s].

If C/k is a genus-2 curve then, since resultants are invariant under ring homomorphisms, by the
elimination property of the resultant (see e.g., [110, §3.6 Lemma 1]) the specialisations (Ri,j)[C](s) ∈
k[s], given by evaluating the coefficients of Ri,j(s) at α1(C), α2(C), and α3(C), vanish at the s-
coordinate of any common solution to the specialised polynomials (fj)[C](r, s).

However, these resultants (generically) have factors which correspond to unwanted solutions
(i.e., where one of the polynomials Iw vanishes). We make this more precise in the following
lemma, which follows from a direct calculation in MAGMA.

Lemma 8.4.5. Let L = Q(α1, α2, α3). When i ̸= j, there exist polynomials Qi,j ∈ Z[α1, α2, α3][s]

dividing Ri,j with the following property: for each pair r0, s0 ∈ L such that fk(r0, s0) = 0 for
k = 1, 2, 3 and Qi,j(s0) = 0, then Iw(r0, s0) = 0 for some w ∈ {2, 4, 6, 10}.

Moreover, the polynomials Pi,j =
Ri,j

Qi,j
∈ Z[α1, α2, α3][s] are coprime.

Applying [110, §3.6, Corollary 7] we have:

Proposition 8.4.6. Let C/k be a genus-2 curve such that Iw(C) ̸= 0 for each w ∈ {2, 4, 6, 10}.
If there exist r0, s0 ∈ k such that (fi)[C](r0, s0) = 0 for each i = 1, 2, 3 then the degree of
gcd((P1,2)[C], (P2,3)[C]) is at least 1.

Conversely, if s0 ∈ k is a root of gcd((P1,2)[C], (P2,3)[C]) then there exist r0, r′0 ∈ k∪ {∞} such
that (f1)[C](r0, s0) = (f2)[C](r0, s0) = 0 and (f2)[C](r

′
0, s0) = (f3)[C](r

′
0, s0) = 0.

In the electronic data attached to this chapter we give the polynomials Pi,j ∈ Z[α1, α2, α3][s]

for each pair i ̸= j.

8.4.2 An algorithm to detect (N,N)-split Jacobians

We now present our algorithm to efficiently detect whether the Jacobian of a genus-2 curve C/Fp2
is (N,N)-split for some integer 2 ≤ N ≤ 11. In Proposition 8.4.8, we then give an upper bound
on the number of Fp-multiplications required by the algorithm.

Precomputation step. We reduce the coefficients of the polynomials P1,2, P2,3 ∈ Z[α1, α2, α3][s]

from Lemma 8.4.5 modulo p to obtain polynomials P̃1,2, P̃2,3 ∈ Fp[α1, α2, α3][s], which are stored.

Evaluation and gcd step. Our approach is summarised in Algorithm 8.3. To test a given
genus-2 curve C/Fp2 with superspecial Jacobian, we specialise the coefficients of P̃1,2, P̃2,3 at
α(C) = (α1(C), α2(C), α3(C)), by running the algorithm EvalCoeffs, to obtain the polynomials

6If necessary, we swap the roles of Kumar’s r and s so that the polynomials Ri,j are of lowest degree (as noted in
the accompanying code). It would be interesting to find a birational transformation of A2 which minimises degRi,j .

155



(P̃1,2)[C], (P̃2,3)[C] ∈ Fp2 [s]. The EvalCoeffs algorithm takes as input P̃i,j and the invariants α(C),
and evaluates the coefficients of the polynomial at these invariants (see the proof of Proposi-
tion 8.4.8 for more details).

We then compute the gcd of (P̃1,2)[C] and (P̃2,3)[C] using the “inversion-free gcd” algorithm
InvFreeGCD from Chapter 7, modified to output the gcd explicitly, rather than a boolean.

If this gcd has degree≥ 1 then it has a root s0 ∈ Fp and (by Proposition 8.4.6) there exist r0, r′0 ∈
Fp ∪ {∞} such that (f1)[C](r0, s0) = (f2)[C](r0, s0) = 0 and (f2)[C](r

′
0, s0) = (f3)[C](r

′
0, s0) = 0.

By Proposition 8.4.4 to verify that JC is (N,N)-split it suffices to show that we may take r0 = r′0

such that Iw(r0, s0) ̸= 0 for each w ∈ {2, 4, 6, 10}. We verify the first condition by computing the
gcd of (f1)[C](r, s0), (f2)[C](r, s0), (f3)[C](r, s0), and if it has degree ≥ 1 computing a root r0 ∈ Fp.
We verify the second condition by checking that Iw(r0, s0) ̸= 0 for each w ∈ {2, 4, 6, 10} – we
abbreviate this to the function IgNonzero.

Remark 8.4.7. If JC is optimally (N,N)-split then Algorithm 8.3 will return true with high
probability. In this case [C] is a Fp2 -point on LN . Since φN : A2 99K LN is birational (over Fp)
it is an isomorphism outside a closed Fp-subvariety X ⊆ LN of dimension 1. But from the Weil
conjectures #LN (Fp2) = O(p4) and #X(Fp2) = O(p2). In particular, except in O(1/p2) of cases,
there exist r0, s0 ∈ Fp satisfying the conditions of Proposition 8.4.6.

Algorithm 8.3 IsSplit: detects whether a Jacobian is split

Input: A tuple α(C) = (α1(C), α2(C), α3(C)), the polynomials P̃1,2, P̃2,3 ∈ Fp[α1, α2, α3][r], and
an integer 2 ≤ N ≤ 11.
Output: A boolean bool that is true if JC is optimally (N,N)-split, and false otherwise.

1: (P̃1,2)[C] ← EvalCoeffs(P̃1,2,α(C))

2: (P̃2,3)[C] ← EvalCoeffs(P̃2,3,α(C))

3: g ← InvFreeGCD((P̃1,2)[C], (P̃2,3)[C])
4: if deg g ≥ 1 then
5: s0 ← ComputeRoot(g)

6: (f̃1)[C] ← EvalCoeffs(f̃1,α(C))

7: (f̃2)[C] ← EvalCoeffs(f̃2,α(C))

8: (f̃3)[C] ← EvalCoeffs(f̃3,α(C))

9: h← InvFreeGCD(InvFreeGCD(f̃1)[C](r, s0), (f̃2)[C](r, s0)), (f̃3)[C](r, s0))
10: if deg h ≥ 1 then
11: r0 ← ComputeRoot(h)
12: bool← IgNonzero(r0, s0)
13: if bool == true then
14: return true

15: end if
16: end if
17: end if
18: return false

The cost of Algorithm 8.3. We now determine an upper bound for the number of Fp-
multiplications required for the online part of this method (i.e., ignoring the cost of precom-
putation). For ease of analysis, we assume that Karatsuba multiplication is used in Fp2 , and hence
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we cost one Fp2-multiplication as three Fp-multiplications. We remark that employing faster Fp2
arithmetic will only decrease the concrete cost of the algorithms we present.

Proposition 8.4.8. Let N ∈ {2, . . . , 11} be an integer, and let mons(N) be the set of monomials
in α1, α2, α3 appearing in the coefficients of P̃1,2 and P̃2,3 (which lie in Fp[α1, α2, α3]). For each
i = 1, 2, 3, let

di(N) = max({degree of αi in m | m ∈ mons(N)}).

The cost of steps 1–3 in Algorithm 8.3 (with input N) is at most

3(d1(N) + d2(N) + d3(N)) + 6m(N) + 2M(N) +
3

2
(dP (N) + 2)(dP (N) + 3)− 27

Fp-multiplications, where dP (N) = deg P̃1,2 + deg P̃2,3, m(N) = #mons(N), and M(N) is the
number of monomials in α1, α2, α3 appearing in the coefficients of P̃1,2 and P̃2,3 counting repeti-
tions.

Proof. We first evaluate the coefficients of P̃1,2, P̃2,3 ∈ Fp2 [α1, α2, α3][s] at the normalised invariants
α1(C), α2(C), α3(C) ∈ Fp2 using our evaluation algorithm EvalCoeffs on each polynomial. This
runs as follows. We first compute powers α1(C)

2, . . . , α1(C)
d1(N) where d1(N) is the maximum

degree of α1 appearing in mons(N) (as defined in the statement of the proposition). Similarly we
compute powers of α2(C) and α3(C) up to d2(N) and d3(N) respectively. This step is performed
using d1(N) + d2(N) + d3(N)− 3 multiplications in Fp2 .

From these powers, we obtain the monomials appearing in the coefficients of (P̃1,2)[C](s) and
(P̃2,3)[C](s) in at most 2m(N) Fp2 -multiplications, where m(N) = #mons(N). We then require
2M(N) Fp-multiplications (and 2M(N) additions) to construct the coefficients of (P̃1,2)[C] and
(P̃2,3)[C].

The final step computes the gcd of (P̃1,2)[C] and (P̃2,3)[C] using InvFreeGCD. This requires
3
2 (dP (N) + 2)(dP (N) + 3)− 18 Fp-multiplications by Proposition 7.3.4.

The cost from Proposition 8.4.8 depends only on N . Therefore, for each 2 ≤ N ≤ 11, we can
determine the total number of Fp-multiplications required for the detection per node revealed in
S2(Fp) for any prime p. We give these costs in Table 8.3.

Noting that, when N ̸= N ′ we may have non-empty intersection mons(N) ∩ mons(N ′), our
implementation of Algorithm 8.4 stores all evaluated monomials to avoid repeated computations.
In particular, the upper bound in Proposition 8.4.8 is often not sharp.

Remark 8.4.9. We note that, in practice, when our algorithm enters the if loop on Line 4
in Algorithm 8.3, we have yet to encounter a case where Steps 5–14 fail to return true. In
these cases the bound in Proposition 8.4.8 yields a bound on the cost of Algorithm 8.3. It is
however possible to construct examples of polynomials for which they would be necessary – e.g.,
f1(r, s) = r − 1, f2(r, s) = s− r(r + 1)(r − 1), and f3(r, s) = r + 1. It would be interesting to put
this observation on rigorous footing by showing that with overwhelming probability the roots r0
and r′0 guaranteed by Proposition 8.4.6 are equal.

Remark 8.4.10. We note that Remark 7.4.3 also applies in this context: replacing InvFreeGCD

with an adaptation of the Stehlé–Zimmermann algorithm could lead to improved concrete com-
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N d1(N) d2(N) d3(N) m(N) M(N) dP (N)
Total #Fp

mults.
Total #Fp mults.
per node revealed

2 1 2 1 6 23 6 175 12.5
3 2 3 2 11 97 16 767 19.2
4 6 8 6 78 1136 35 4882 46.9
5 6 10 6 64 2500 92 18818 120.6
6 7 11 7 91 4118 114 29188 52.1
7 10 14 10 190 24779 294 182641 456.6
8 16 24 16 433 73454 340 325606 395.2
9 12 16 12 271 69648 540 582474 539.3
10 24 32 24 1005 260178 606 1082007 495.4
11 28 38 28 1345 669432 1120 3237198 2211.2

Table 8.3: Values of d1(N), d2(N), d3(N), m(N), M(N), and dP (N) for N ∈ {2, . . . , 11}. The final
columns respectively list the number of Fp-multiplications in Proposition 8.4.8 and the ratio of multipli-
cations to the number of (N,N)-isogenous p.p. abelian surfaces.

plexity of IsSplit. In fact, as the degrees of the polynomials we input into InvFreeGCD are larger
(compared with those in NeighbourInFp from Chapter 7), the efficiency gain could be even greater.

Alternative approach for N = 10 and 11. When N = 10, 11, several megabytes are required
to store the coefficients of the polynomials P̃i,j . Rather than computing the resultants R1,2 and
R2,3 and dividing out by the generic factors described in Lemma 8.4.5 to obtain P1,2, P2,3 as a
precomputation, the approach we pursued was to instead perform these two steps during the online
phase. Even still, our experiments (which were reinforced by the cost analysis above) revealed that
performing the detection for N = 10, 11 is suboptimal in our application to SplitSearcher (shown
in Algorithm 8.4) and slows the overall search down, even when the characteristic of the field is
very large. Thus, we leave the further optimisation of these computations as future work.

8.5 The full algorithm

In Section 8.2 we discussed our optimised implementation of the product-finding attack [107] that
works entirely in the Richelot isogeny graph X2(Fp, 2). In this section, we present SplitSearcher,
which leverages our efficient detection of nodes that are (N,N)-isogenous to nodes in the special
subset X2 = E2(Fp) by detecting (N,N)-splittings using Section 8.4.2. This improves on the
concrete complexity of product-finding when solving the dimension 2 isogeny problem.

8.5.1 SplitSearcher

Each time we take a step using a Richelot isogeny, we will use the methods from the previous
section to detect whether the current node is (N,N)-isogenous to a node in X2 (i.e., a product of
elliptic curves), for some subset of integers in 2 ≤ N ≤ 11. Using the algorithm from Section 8.4.2
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makes this check much more efficient than, say, walking in X2(Fp, N); each node we step to would
require computing an (N,N)-isogeny which, at minimum, requires three N -th roots in Fp2 [69].

Each time we take a step and arrive at a new abelian surface, A, we are in one of two cases: either
A ∈ X2, i.e., is isomorphic to a product of elliptic curves, in which case the algorithm terminates,
or A is isomorphic to the Jacobian of a genus-2 curve C/Fp2 . In the latter case, SplitSearcher

calls Algorithm 8.3 to detect whether A is (N,N)-split for certain 2 ≤ N ≤ 11. The set of N ’s for
which this detection is performed is chosen to minimise the number of Fp-multiplications per node
revealed (either by stepping on them in X2(Fp, 2) or inspecting them via our splitting detection)
in S2(Fp). Since it only depends on the prime p, determining this optimal list of N ’s is performed
during precomputation.

If Algorithm 8.3 determines that A is (N,N)-split, the elliptic curves E1 and E2 can be recovered
by applying [224, Algorithm 4] or [94] to compute all (N,N)-isogenies from A. Alternatively, E1

and E2 may be recovered from Kumar’s equations [206] by solving for r0 and s0 in Proposition 8.4.4.
As both of these costs are negligible and do not affect the cost of finding such a splitting, we may
view this as a post-computation step and exclude it from our multiplication counts.

A precise formulation of the full algorithm for finding paths to the special subset X2 is given
by Algorithm 8.4. Along with the target abelian surface A ∈ S2(Fp), the auxiliary inputs into the
algorithm are the polynomials P̃1,2, P̃2,3 ∈ Fp[α1, α2, α3][r] (see Lemma 8.4.5), and the optimal set
N ⊆ {2, . . . , 11} (see Section 8.5.2). The hash function on Line 4 is assumed to be of the form
Hash : {0, 1}∗ → {0, 1}3ℓ, where ℓ is a positive integer, since we use three bits of entropy each time
we call the Richelot isogeny (i.e., Step algorithm) in Line 16. We choose ℓ to be large enough
that we can expect to find an elliptic product in walks of ℓ steps, but not too large, since storing
walks of up to ℓ steps requires more storage on average. Once the 3ℓ bits of entropy have been
consumed, the hash function is called again and the walk is restarted from astart (more on this
in Remark 8.5.1). The output returned by Algorithm 8.4 is of the form (path, N), where path is
a sequence of 3k bits (with k ≤ ℓ) and N is an integer: the 3k bits define a sequence of k Richelot
isogenies and the integer N specifies the final (N,N)-isogeny whose image is in E2(Fp).

Remark 8.5.1. In a real-world attack, we would expect to return to Line 4 of Algorithm 8.4 an
exponential number of times before the algorithm terminates. Thus, there are a number of ways
one could recycle information computed in the early stages of each walk to avoid recomputing them
over and over again. One solution that is easy to implement in view of Algorithm 8.4 would be
to store a hash table whose entries each correspond to the (hash of the) Igusa–Clebsch invariants
of any node that is visited and checked for (N,N)-splittings. Upon returning to a given node and
finding a collision in the hash table, the walk could simply avoid the tests for (N,N)-splittings
between Lines 8 and 11. Another approach would be to build a table of the six-tuples a that are
computed after the first t Richelot steps have been taken, alongside the label of the 3t-bit string
that took us there. Each time we return back to Line 4 and iterate the hash function, we simply
check to see if the first 3t bits are already in the table and, if so, we can skip straight to a.

Finally, as is mentioned by Costello and Smith [107], parallelising the search for product curves
is trivial. For P processors, we would simply compute P unique short walks from our target surface
A ∈ S2(Fp) and send each of the corresponding image surfaces A1, . . . , AP to a unique processor
as its assigned input surface.
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Algorithm 8.4 SplitSearcher: finding paths to elliptic curve products

Input: astart = (a0, . . . , a5) ∈ (Fp2)6 defining a genus-2 curve C/Fp2 with superspecial Jacobian,
and a set N ⊆ {2, 3, . . . , 11}.
Output: A pair (path, N) where path is a path φ : JC → JC′ in X2(Fp, 2) and N is an integer
such that JC′ is optimally (N,N)-split.

1: split← false

2: H ← StartingSeed(astart) Section 8.2.1
3: while not split do
4: (H, i, path,a)← (Hash(H), 0, {∅},astart)
5: while i < ℓ and not split do
6: if N ̸= ∅ then
7: α(C)← InvariantsFromWeierstrassPoints(a) Remark 8.4.3
8: for N ∈ N do
9: split← IsSplit(α(C), P̃1,2, P̃2,3, N) Algorithm 8.3
10: if split then
11: return (path, N)
12: end if
13: end for
14: end if
15: bits← H[3i] ∥H[3i+ 1] ∥H[3i+ 2]
16: a, split← Step(a, bits) Section 8.2.2
17: path← path ∥ bits
18: i← i+ 1
19: end while
20: end while
21: return (path, 2)

8.5.2 Determining the optimal set N

Recall that, when we step to a new p.p. abelian surface A ∈ S2(Fp), we want to determine
if it is (N,N)-split for a set N ⊆ {2, . . . , 11} of N . We wish to determine the optimal subset
N ⊆ {2, . . . , 11}, i.e., the subset which minimises the number of Fp-multiplications per node
revealed in the graph. The first step towards determining this ‘multiplications-per-node’ ratio is
to count the number of nodes in S2(Fp) that are inspected inside the for loop of Algorithm 8.4
with a finite set of integers N ⊆ Z≥2. A first attempt would be to simply count the number of
neighbours a node A ∈ S2(Fp) has in X2(Fp, N), i.e., DN given by Equation (2.8) in Section 2.8.2.
However, this is an overcount as we now detail.

Suppose we take a non-backtracking walk

(8.1) A0
ϕ0−→ A1

ϕ1−→ · · · ϕn−1−−−→ An
ϕn−−→ · · ·

in X2(Fp, 2), and we inspect (N,N)-splittings for N ∈ N . If 0 ≤ m ≤ n are integers, let ϕm,n
denote the (2n−m, 2n−m)-isogeny ϕm−1 ◦ · · · ◦ ϕn and let ϕn,m denote ϕ̂m,n.

Firstly, if both N and 2kN are contained in N (for k ≥ 1), then any abelian surfaces (N,N)-
isogenous to An are automatically (2kN, 2kN)-isogenous to An+k. Therefore, we restrict to only
considering subsets N which do not contain pairs of integers M ̸= N with N = 2kM .
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This restriction is not sufficient to stop double-counting nodes. Indeed, suppose N ∈ N with
N = 2M . Then any abelian surface (N,N)-isogenous to An will be (M,M)-isogenous to An+1.
In particular, such an abelian surface will also be (N,N)-isogenous to An+2. To rule out such
scenarios, we introduce the following restriction on our paths.

Definition 8.5.2. Let N ⊆ Z≥2 be a finite set of integers and let P be a walk of (2, 2)-isogenies
in X2(Fp, 2) as in Equation (8.1).

LetM,N ∈ N and suppose that there exist integersm,n ≥ 0 and (M,M)- and (N,N)-isogenies
ψM : Am → B and ψN : An → B. We say that P resists collisions for M,N if there exists an integer
i ≥ 0 and an isogeny Ψ: Ai → B such that ψM = Ψ ◦ ϕm,i and ψN = Ψ ◦ ϕn,i.

We say that P resists collisions for N if it resists collisions for every pair M,N ∈ N .

We are now able to state precisely the number of nodes checked between Lines 8–11 of Algo-
rithm 8.4, assuming our paths resist collisions for the set N .

Lemma 8.5.3. Let N ⊆ Z≥2 be a finite set of integers such that if N is non-empty, then there do
not exist distinct M,N ∈ N with N = 2kM for any k ≥ 1.

Let P be a path in X2(Fp, 2) which resists collisions for N . The number of nodes inspected per
step by running Algorithm 8.4 in P is at least

nodesN :=


∑
N∈N D′

N,2 if N contains a power of 2,∑
N∈N D′

N,2 + 1 otherwise

where
D′
N,2 = DN,2 −

∑
1≤k
2k|N

DN/2k,2

and DN,2 is the number of neighbours of a node in X2(Fp, N), given in Equation (2.8). Equality
holds for steps taken after maxN∈N (2 log(N)) steps.

Remark 8.5.4. It is important to note that the assumption that P resists collisions for N is mild
in practice. Indeed, when N contains only odd integers the assumption simplifies to requiring that,
in a walk in the (2, 2)-isogeny graph, any abelian surface (N,N)-isogenous to An is not (M,M)-
isogenous to Am for some m. The set N will consist only of integers ≤ 11 and our walks have
length O(log(p)). A collision of this sort therefore implies that An has an endomorphism of degree
O(log(p)). Heuristically there should be very few such abelian surfaces. Indeed in the dimension
1 case, by Proposition B.3 in the unpublished appendix to [222], the proportion of supersingular
elliptic curves with an endomorphism of degree at most O(log(p)) is O(log(p)3/2/p).

Proof. Suppose we have taken the following walk in X2(Fp, 2)

A0 → A1 → · · · → An → An+1 → · · · ,

applying Algorithm 8.4.
First note that if N contains a power of 2, then each successive p.p. abelian surface Ai is known

not to be a product of elliptic curves. By hypothesis, there do not exist distinct M,N ∈ N with
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N = 2kM for any k ≥ 1. Therefore, since P resists collisions for N , for each distinct M,N ∈ N
the p.p. abelian surfaces (M,M)-isogenous to Am are not (N,N)-isogenous to An for all m,n ≥ 0.
In particular, it suffices to show that the number of p.p. abelian surfaces (N,N)-isogenous to Ai,
but not (N,N)-isogenous to Aj for each j < i, is equal to D′

N,2.
The claim follows immediately when N is odd, since the walk takes place in X2(Fp, 2). If N is

even, write N = 2ℓM where ℓ ≥ 1 and M is odd. In this case, for each 1 ≤ k ≤ ℓ, any p.p. abelian
surface (2ℓ−kM, 2ℓ−kM)-isogenous to An−k is (N,N)-isogenous to both An−2k and An. Therefore,
DN/2k,2 surfaces (N,N)-isogenous to An are (N,N)-isogenous to An−2k.

The claim follows by summing over 1 ≤ k ≤ ℓ. Note that equality holds if n− 2k ≥ 0 for each
1 ≤ k ≤ ℓ, i.e., we have taken at least 2ℓ steps.

We use the lemma above to determine, for each prime p, an optimal set N for which we perform
the detection of (N,N)-splittings during Algorithm 8.4.

Let cstep be the number of Fp-multiplications required to take a step in X2(Fp, 2) using Al-
gorithm 8.2, and let cig be the number of Fp-multiplications required to compute α(C) using
InvariantsFromWeierstrassPoints (see Remark 8.4.3). Finally, letting csplit(N) be the total num-
ber of Fp-multiplications required by Algorithm 8.3 (see Proposition 8.4.8 and Remark 8.4.9), we
obtain the following lemma.

Lemma 8.5.5. For a subset N ⊆ {2, 3, . . . , 11}, the number of Fp-multiplications required to run
Steps 7-18 of Algorithm 8.4 is at most

costN :=

cstep + cig +
∑
N∈N csplit(N) if N ̸= ∅,

cstep otherwise.

Proof. Given input defining a genus-2 curve C/Fp2 if N = ∅ then Steps 7-18 of Algorithm 8.4
require a single call to Step(a, bits), taking cstep Fp-multiplications.

Otherwise, Step 7 calls InvariantsFromWeierstrassPoints taking cig multiplications in Fp. For
each N ∈ N , the contents of the for-loop (i.e., Steps 8-11) require csplit(N) multiplications in Fp.
Finally, Steps 15-18 call Step(a, bits), again requiring cstep Fp-multiplications.

We consider subsets of {2, . . . , 11} satisfying the hypotheses of Lemma 8.5.3. As a precompu-
tation, amongst these subsets we determine the optimal set N for Algorithm 8.4 by choosing N to
minimise the number of Fp-multiplications per node revealed (either visited by the Richelot walk
or revealed by IsSplit). That is, we choose the N that minimises the ratio costN

nodesN
.

8.5.3 A bound on the cost of the SplitSearcher algorithm

We now discuss a heuristic upper bound for the concrete cost of finding a splitting of a genus-2
Jacobian using the SplitSearcher algorithm combined with an optimised walk in X2(Fp, 2).

First recall that our function InvariantsFromWeierstrassPoints terminates with 291 Fp-multiplications
and 1 Fp inversion. Bounding this inversion by 2 log(p) Fp-multiplications (i.e., by the worst case
where the binary expansion of the exponent consists only of 1’s), we have cig ≤ 291 + 2 log(p).

We now assume that the cost of IsSplit is bounded by the cost of its first 3 steps (see Propo-
sition 8.4.8 and Table 8.3 bounds depending only on N , and Remark 8.4.9 for a justification).
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Finally, RIsog requires 63 Fp-multiplications and 3 calls to InvSqrt which costs at most 22+4 log(p)

Fp-multiplications (with the log(p) terms arising from 2 exponentiations). In particular, RIsog

costs at most 129 + 12 log(p) Fp-multiplications.
For primes of at least 150 bits, the set N = {4, 6} is the optimal set discussed in Section 8.5.2,

and we obtain an upper bound of

(8.2)
14 log(p) + 34490

664

Fp-multiplications per node revealed (assuming the heuristics from Remark 8.4.7 and Remark 8.5.4).
If we assume that the proportion of product nodes (amongst nodes inspected by Algorithm 8.4) is
equal to 5/p7 we would expect that Algorithm 8.4 requires

(8.3)
(
14 log(p) + 34490

5 · 664

)
p+O(log(p))

Fp-multiplications before encountering a product node.

8.6 Experimental results

We conducted experiments over both small and large primes, and the results are reported in Ta-
ble 8.4 and Table 8.5, respectively.

The small prime experiments were conducted so that we could run multiple instances of the full
Õ(p) search for product curves to completion. The four Mersenne primes of the form p = 2m − 1

with m ∈ {13, 17, 19, 31} were chosen as the field characteristics, and instances of the product-
finding problem were generated by taking a chain of 40 randomised Richelot isogenies away from
the superspecial abelian surface corresponding to C/Fp : y2 = x5+x. For the three smaller primes,
256 instances were generated, while for p = 231 − 1, we generated 10 such instances; each instance
is specified by a 6-tuple of Weierstrass points (see Section 8.2.1). We remark that the shapes of
the primes chosen in both tables is of little consequence: we merely made consistent choices of the
prime shape so that the same form of superspecial starting surface could be used throughout the
experiments.

All the instances were solved once using the original walk in X2(Fp, 2) described in Section 8.2,
and again using our improved SplitSearcher algorithm described in Section 8.5. For all four of
these primes, the set N = {2, 3} was optimal for use in SplitSearcher. In Table 8.4 we report the
average number of steps taken in X2(Fp, 2) for both algorithms, as well as the average number
of Fp-multiplications required to solve the problem. In the case of SplitSearcher, we additionally
report the average number of nodes searched. This includes both the nodes that were walked on
and those that were inspected using our (N,N)-splitting detection. As we might expect, this is
always relatively close to the number of steps taken in the Richelot-only walk.

Remark 8.6.1. Throughout this section, we assume that the number of nodes revealed by
SplitSearcher after s steps is equal to s · nodesN . Indeed, as discussed in Remark 8.4.7 and Re-

7This is the expected proportion of product nodes in a random walk in X2(Fp, 2), see [155, §6.2]. However,
preliminary experiments (see Table 8.4) indicate that in our walk (taking only good extensions) the proportion may
be closer to 1/p.
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mark 8.5.4 an overcount should occur with very low probability. In particular, after O(p) steps we
would expect to overcount at most o(p) nodes. This heuristic is also supported by the experiments
reported in Table 8.4.

Walks in X2(Fp, 2) Walks in X2(Fp, 2)
without additional searching w. SplitSearcher in X2(Fp, N)

[107] (optimised in Section 8.2) This work

Prime No. inst. Av. steps Av. Fp Av. steps Av. nodes Av. Fp Improv.
p solved taken mults. taken covered mults. factor

213 − 1 256 6531 1839209 122 6536 188015 9.8x
217 − 1 256 101812 33538079 2154 116305 3474579 9.7x
219 − 1 256 475300 168095438 8593 464008 14104408 11.9x
231 − 1 10 238694656 118336348672 4856252 262237639 8787389743 13.4x

Table 8.4: Solving the product-finding problem using Richelot isogeny walks in X2(Fp, 2) only (left) vs.
using Richelot isogeny walks in X2(Fp, 2) together with SplitSearcher in X2(Fp, N) (right).

For cryptographically sized primes, we are unable to solve the product-finding problem, which
is why Table 8.5 instead reports the number of nodes that were searched when the number of
Fp-multiplications was bounded at 108. The main trend to highlight (in both tables) is that
the speed-up is increasing steadily as the prime grows in size: the number of Fp-multiplications
required for a single Richelot isogeny is proportional to the bitlength of p (due to the square root
computations), while the number of Fp-multiplications required to inspect the (N,N)-isogenous
neighbours (after computing the Igusa–Clebsch invariants) remains fixed as p grows. This is also
predicted by Equation (8.2), where the coefficient of the dominating log(p) term is 14/664 versus
12.

Interestingly, as shown in Table 8.5 the set N = {2, 3} is optimal for the 50- and 100-bit primes,
the set N = {3, 4} is optimal for the 150-bit prime, while the set N = {4, 6} takes over and reigns
supreme for all other reported bitlengths. Our implementation can be used to obtain the same
data for any other prime of interest, and the number of Fp-multiplications used per node can be
combined with the (average) number of nodes one expects to search through in order to get a very
precise estimate on the concrete classical security of the superspecial isogeny problem.

8.6.1 Possible improvements

There have been a number of choices made throughout this chapter which open up possible avenues
for improvement. We conclude by giving a non-exhaustive list of such improvements.

1. The parametrisation of LN given by Kumar [206] may be altered through composition with a
birational transformation of A2. There may be better choices of parametrisations for our pur-
poses, i.e., ones which minimise the degree of Pi,j . Furthermore, as detailed in Remark 8.4.2,
there are many ways to normalise the Igusa–Clebsch invariants, though it is unclear to us
which normalisations minimise the degrees that arise in the resultant computations.
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Walks in X2(Fp, 2) Walks in X2(Fp, 2)

without additional searching with SplitSearcher in X2(Fp, N)

[107] (optimised in Section 8.2) This work

Prime p log(p)
nodes per
108 mults.

Fp-mults.
per node

Set
N ∈ {· · · }

nodes per
108 mults.

Fp-mults.
per node

Improv.
factor

211 · 324 − 1 50 172712 579 {2, 3} 2830951 35 16.5x
244 · 335 − 1 100 85034 1176 2076517 48 24.5x

227 · 377 − 1 150 63492 1575 {3, 4} 1858912 54 29.2x

2144 · 335 − 1 200 42088 2376

{4, 6}

1802816 55 43.2x
2181 · 343 − 1 250 34083 2934 1771608 56 52.4x
5 · 2193 · 366 − 1 300 29317 3411 1745712 57 59.8x
2201 · 394 − 1 350 25581 3909 1719152 58 67.4x
2231 · 3106 − 1 400 22753 4395 1694584 59 74.5x
2204 · 3155 − 1 450 20729 4824 1672672 60 80.4x
2113 · 3244 − 1 500 20239 4941 1667360 60 82.4x
2293 · 3162 − 1 550 16835 5940 1619552 62 95.8x
5 · 2299 · 3188 − 1 600 15679 6378 1599632 63 101.2x
2404 · 3155 − 1 650 13848 7221 1562448 64 112.8x
283 · 3389 − 1 700 14530 6882 1580376 63 109.2x
2477 · 3172 − 1 750 12046 8301 1517960 66 125.7x
2107 · 3437 − 1 800 13228 7560 1548504 65 116.3x
2166 · 3431 − 1 850 11968 8355 1515304 66 126.6x
2172 · 3459 − 1 900 11427 8751 1500032 67 130.6x
2536 · 3261 − 1 950 10233 9772 1443592 69 141.6x
2721 · 3176 − 1 1000 8814 11346 1403752 71 159.8x

Table 8.5: The approximate number of multiplications required to search a single node using Richelot
isogeny walks in X2(Fp, 2) only (left) vs. using Richelot isogeny walks in X2(Fp, 2) together with Split-
Searcher in X2(Fp, N) (right).

2. Since the Weierstrass points of genus-2 curve with superspecial Jacobian are all Fp2-rational,
it may be desirable to work with the Rosenhain invariants which may be computed more
efficiently. To use our methods one would need to compute a birational model for the surface
LN (2) whose points parametrise optimally (N,N)-split Jacobians with full level 2 structure.
One approach is described in [179].

3. It may be possible to improve the complexity of the evaluations performed by EvalCoeffs
(see Section 8.4.2) by taking longer walks in the (2, 2)-graph and then batching the evaluations
using multi-point evaluation.

4. Knowledge of explicit equations for the surface LN for larger N would allow us to perform
efficient detection of (N,N)-splittings beyond N = 11. It may be possible to derive these
from the pre-existing equations for the surfaces Z(N,−1) (which parametrise pairs of elliptic
curves (N,N)-isogenous to a genus-2 Jacobian) in [152, Theorem 2.4], [153, Theorem 1.2],
and [162, Theorem 1.1], or by extending Kumar’s computations.

5. As was pointed out to us by Thomas Decru, it is possible to detect (2N, 2N)-splittings more
efficiently by taking partial steps in the (2, 2)-isogeny graph. Let C/Fp2 be a genus-2 curve
given by a Weierstrass equation y2 = (x−a0) · · · (x−a5). While we cannot take a full step in
X2(Fp, 2) (recovering the factorisation of the Weierstrass sextic for each of the (2, 2)-isogenous
curves) without computing square roots, we can compute the Igusa–Clebsch invariants of all
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the neighbours of JC using only a small number of Fp-multiplications and a single batched
inversion. In this case we may detect (2N, 2N)-splittings of JC by applying IsSplit to each
of the (2, 2)-neighbours of JC . In the code attached to this chapter, this optimisation can
be enabled by setting split_after_22_flag = true. In our implementation of this idea,
and for the primes ranging between 50 and 1000 bits reported in Table 8.5, we observed
additional improvement factors ranging between 1.3-1.6.
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Part III
Two-dimensional isogenies
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Chapter 9

(3, 3)-isogenies on fast Kummer Surfaces

Robert’s formulation of the SIDH attacks [271] gave us a new powerful way to represent one-
dimensional isogenies of any degree, namely by embedding it into an isogeny of smooth degree
between higher dimensional abelian varieties. This new representation is most efficient in dimension
2, i.e., when we restrict to (N,N)-isogenies between p.p. abelian surfaces. As such, two-dimensional
isogenies have shown to be crucial tool in the construction of new isogeny-based protocols. In this
chapter, we present work on finding efficient formulæ for the computation of (N,N)-isogenies
between p.p. abelian surfaces. Though the method we exhibit is general and works for all odd N ,
we focus on the case N = 3 giving highly optimised and explicit formulæ. Furthermore, we present
a three-dimensional differential addition chain, and use it to construct (Nk, Nk)-isogeny kernels
correctly, efficiently, and securely. Combining these two, we build a cryptographic hash function
from (3, 3)-isogenies, which allows us to benchmark our algorithms against the state-of-the-art. The
benchmarks show that our algorithm for computing chains of (3, 3)-isogenies outperforms those in
the literature by at least a factor of 8. The methods we use lead to a constant time algorithm for
computing chains of (3, 3)-isogenies, and are therefore suited well for cryptographic applications.
This chapter is based on the joint work with Craig Costello and Benjamin Smith called

Efficient (3, 3)-isogenies on fast Kummer surfaces

which was accepted at the Sixteenth Algorithmic Number Theory Symposium (ANTS XVI), and
will appear in the Springer journal ‘Research in Number Theory’ [91]. Apart from small editorial
changes and merging the appendix with the main body, we present the paper as published.

Introduction

Isogenies of elliptic curves are well-understood, at least from an algorithmic point of view, in
theory and in practice. Given the Weierstrass equation of an elliptic curve E, and a generator
P of a finite subgroup of E, Vélu’s formulæ [314] allow us to write down polynomials defining a
normalized quotient isogeny Φ : E → E/⟨P ⟩ (with variants for alternative curve models [242], or
for rational subgroups with irrational generators [204]). Building on these formulæ, there also exist
highly efficient algorithms for evaluating an isogeny at points of E without deriving a polynomial
representation for the isogeny itself (including [27], [102], and [266], for example). Interest in these
formulæ and algorithms has recently intensified with the development of isogeny-based cryptography
as a source of cryptosystems conjectured to be resistant against quantum attacks.

As a generalization of an elliptic curve, we consider principally polarized abelian varieties, and
the first non-elliptic examples are Jacobians of genus-2 curves. Genus-2 curves are hyperelliptic
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curves with affine model1

C : y2 = f(x) where f(x) is squarefree of degree 5 or 6 ,

in characteristic not dividing 30, and J is the Jacobian of C, a 2-dimensional principally polarised
abelian variety as defined in Section 2.3.

Mumford [245], Cantor [64], Grant [178], and Flynn [156, 158] laid the ground for explicit geo-
metric and number-theoretic computations with Jacobians of genus-2 curves. Cassels and Flynn’s
text [66] presents a unified view of genus-2 arithmetic. Later, Gaudry [175] proposed Kummer sur-
faces of genus-2 Jacobians as a setting for efficient discrete-logarithm-based cryptosystems, building
on a variant [83] of Lentra’s ECM factoring algorithm [215]. Recall from Section 2.5.1 that the
Kummer surface K of a Jacobian J is the image of the quotient morphism π : J → K = J /⟨±1⟩;
as such, it is the genus-2 analogue of the x-coordinate of elliptic curves. Geometrically, Kummer
surfaces have convenient models as quartic surfaces in P3 with 16 point singularities.

Cosset put Chudnovsky and Chudnovsky’s Kummer ECM into practice in [97], while high-
speed, high-security Kummer-based implementations of Diffie–Hellman key exchange [26, 48, 267]
and signature schemes [267, 268] can give significant practical improvements over elliptic curves in
many contexts.

However, while the basic arithmetic of genus-2 Jacobians and Kummer surfaces has matured,
and while cryptographic applications have driven great improvements in the efficiency of the re-
sulting formulæ and algorithms, the corresponding explicit theory of isogenies lags behind. First,
recall that just as elliptic isogenies factor naturally into compositions of scalar multiplications and
isogenies with prime cyclic kernel (i.e., isomorphic to Z/NZ with N prime), isogenies of abelian
surfaces (including Jacobians of genus-2 curves) decompose into compositions of scalar multiplica-
tions and (N,N)-isogenies (with kernel isomorphic to (Z/NZ)2).2 The fundamental task, then, is
to compute and evaluate (N,N)-isogenies where N is prime. We can do this on the level of the
Jacobian (using e.g. correspondences on genus-2 curves [294]), or we can use the fact that isogenies
commute with −1 to move down to the more tractable Kummer surfaces. Indeed, as Cassels and
Flynn note, “we lose nothing by going down to the Kummers, because [the map] lifts automatically
to a map of abelian varieties.” [66, §9.3].

The case N = 2 is classical: explicit methods and formulæ go back to Richelot [269], and
were re-developed in modern terms by Bost and Mestre [50] and Cassels and Flynn [66, §3]. Going
further, we find some first efforts at explicit curve-based formulæ for the case N = 3 by Smith [293]
(building on an ineffective general method due to Dolgachev and Lehavi [139]), and more general
results due to Couveignes and Ezome [109]. Moving to general Kummer surfaces, Bruin, Flynn,
and Testa [58], Nicholls [248], and Flynn [157] gave more powerful formulæ for N = 3, 4, and 5,
respectively, in a number-theoretic context; Nicholls even gives a method for general N . Flynn and
Ti [159] revisited the formulæ for N = 3 in a cryptographic context, and Decru and Kunzweiler
[130] further optimised these formulæ, drastically improving their efficiency. However, none of
these formulæ make use of the special symmetries of the most efficient Kummer surfaces that have

1In this chapter, we denote our algebraic curves by C rather than C to avoid a notational clash with the dual
fundamental theta constants.

2In some special cases, depending on the endomorphism ring of the Jacobian, we can also have isogenies with
cyclic kernel [141]. These isogenies are beyond the scope of this chapter.

169



been used in cryptographic implementations.
Bisson, Cosset, Lubicz, and Robert have advanced an ambitious program [35, 96, 223, 272,

273] based on the theory of theta functions [245] to provide asymptotically efficient algorithms for
arbitrary odd N (and beyond genus 2 to arbitrarily high dimension). The AVIsogenies software
package based on their results is publicly available [36]. These algorithms are certainly compatible
with fast Kummer surfaces, but they target isogeny evaluation for general abelian varieties, rather
than the construction of compact explicit formulæ in genus 2 that can be studied, analysed, and
optimised in their own right. Nevertheless, these techniques were recently revisited by Dartois,
Maino, Pope, and Robert [117] in the context of cryptography to efficiently compute chains of
(2, 2)-isogenies between products of elliptic curves in the theta model.

Contributions

In this chapter, we give a general method for deriving explicit formulæ for isogenies of fast Kummer
surfaces, optimizing the approach of Bruin, Flynn, and Testa by exploiting the high symmetry of
these “fast” surfaces, which are the most relevant for applications over finite fields. Our methods
are elementary in the sense that they avoid explicitly using the heavy machinery of theta functions
required in [98, 117, 224] (though of course theta functions implicitly play a fundamental role in
our techniques). We apply these methods to give explicit examples for N = 3 and 5. For example,
for N = 3 we obtain a map ϕ : K → K′ defined by

ϕ((X1 : X2 : X3 : X4)) = (ϕ1(X1, X2, X3, X4) : · · · : ϕ4(X1, X2, X3, X4)) ,

where

ϕ1(X1, X2, X3, X4) = X1

(
c1X

2
1 + c2X

2
2 + c3X

2
3 + c4X

2
4

)
+ c5X2X3X4 ,

ϕ2(X1, X2, X3, X4) = X2

(
c2X

2
1 + c1X

2
2 + c4X

2
3 + c3X

2
4

)
+ c5X1X3X4 ,

ϕ3(X1, X2, X3, X4) = X3

(
c3X

2
1 + c4X

2
2 + c1X

2
3 + c2X

2
4

)
+ c5X1X2X4 ,

ϕ4(X1, X2, X3, X4) = X4

(
c4X

2
1 + c3X

2
2 + c2X

2
3 + c1X

2
4

)
+ c5X1X2X3 ,

and ci are rational functions in the theta-null constants a, b, c, d defining K and the coordinates
of the generators of the kernel (see Section 9.3.1 for the explicit expressions). This map can
be evaluated with at most 88 multiplications and 12 squarings in the field containing the theta
constants and generator coordinates.

To illustrate the potential benefits of our formulæ in practical applications, we give experimental
results on cryptographic hash functions based on chains of (3, 3)-isogenies, as in [70] and [130].
In Section 9.4 we present 3DAC: a three-dimensional differential addition chain, and use it to
construct (Nk, Nk)-isogeny kernels correctly, efficiently, and securely. Combined with our (3, 3)-
isogeny formulæ, this allows us to efficiently compute (3k, 3k)-isogenies on fast Kummer surfaces.
The hash function we define in Section 9.5 uses these isogenies, exploiting the efficient arithmetic of
fast Kummer surfaces for the first time, to gain speed-ups of between 8x and 9x over the Castryk–
Decru hash function [70] and between 32x and 34x over the Decru–Kunzweiler hash function [130].
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Availability of Software

The source code accompanying this paper is written in MAGMA [49], Python and SageMath [311]
and is publicly available under the MIT license. It is available at

https://github.com/mariascrs/KummerIsogenies.

9.1 Fast Kummer surfaces and their arithmetic

Let k be a perfect field—typically, a finite field or a number field—of characteristic p ̸= 2, 3, or 5,
and fix an algebraic closure k. If k = Fq, then we measure the time complexity of our algorithms in
terms of elementary operations in Fq. We let M, S, and a denote the cost of a single multiplication,
squaring, and addition (or subtraction) in Fq, respectively.

In this chapter, we focus work in dimension 2, and study Kummer surfaces corresponding to
Jacobians of genus-2 curves defined over k. Therefore, we assume a reader is familiar with the
material introduced in Sections 2.3 and 2.5. In particular, we work with genus-2 hyperelliptic
curves C in Rosenhain form

C ∼= Cλ,µ,ν/k : y2 = x(x− 1)(x− λ)(x− µ)(x− ν) with λ, µ, ν ∈ k ;

the values λ, µ, and ν are called Rosenhain invariants of Cλ,µ,ν . For more details we refer to Defi-
nition 2.3.4.

Fix a prime N not divisible by char k. Recalling Section 2.6 and Section 2.8.2, if G is a maximal
isotropic subgroup of J [N ], then the quotient isogeny of abelian varieties

Φ : J → A′ := J /G

is an isogeny of p.p. abelian varieties with kernel G. Such an isogeny Φ is an (N,N)-isogeny, and
the kernel is called as (N,N)-subgroup.

Being a p.p. abelian surface, A′ is (as a p.p. abelian variety) the Jacobian of a genus-2 curve,
say J ′, or a product of elliptic curves E′

1 × E′
2. The case A′ = J ′ is the general case, and the

primary focus of this paper.
In Section 9.5 we restrict superspecial Jacobians J , as defined in Section 4.1, which is the case

of most interest to cryptography.

9.1.1 Isogenies and Kummer surfaces

We recall from Section 2.5.1 that the Kummer surface K of a Jacobian J is defined to be the
image of the quotient map π : J → K = J /{±1}, and has sixteen nodes. Any (N,N)-isogeny
Φ : J → J ′ descends to a morphism of Kummer surfaces φ : K → K′, such that the following
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diagram commutes:
J J ′

K K′

Φ

π π′

φ

Abusing terminology, we say a morphism φ of Kummer surfaces is an (N,N)-isogeny if it is induced
by an (N,N)-isogeny Φ between the corresponding Jacobians.

9.1.2 Fast Kummer surfaces

Following Gaudry [175], fast Kummer surfaces are defined by four fundamental theta constants,
which can be computed from the Rosenhain invariants of a genus-2 curve C/k. Given a hyperelliptic
curve C/k with Rosenhain invariants λ, µ, ν ∈ k, we define fundamental theta constants a, b, c, d ∈ k
and dual theta constants as A,B,C,D ∈ k such that

A2 = a2 + b2 + c2 + d2, B2 = a2 + b2 − c2 − d2,

C2 = a2 − b2 + c2 − d2, D2 = a2 − b2 − c2 + d2.

The theta constants are related to Rosenhain invariants through the relations

λ =
a2c2

b2d2
, µ =

c2e2

d2f2
, ν =

a2e2

b2f2
,

where e, f ∈ k satisfy e2/f2 = (AB + CD)/(AB − CD).
We define the fast Kummer model K corresponding to C as

(9.1)
K : X4

1 +X4
2 +X4

3 +X4
4 − 2E ·X1X2X3X4 − F · (X2

1X
2
4 +X2

2X
2
3 )

−G · (X2
1X

2
3 +X2

2X
2
4 )−H · (X2

1X
2
2 +X2

3X
2
4 ) = 0,

where X1, X2, X3, X4 are coordinates on P3 and the coefficients E,F,G,H are rational functions
in a, b, c, d, namely

(9.2)

E := 256abcdA2B2C2D2/(a2d2 − b2c2)(a2c2 − b2d2)(a2b2 − c2d2),

F := (a4 − b4 − c4 + d4)/(a2d2 − b2c2),

G := (a4 − b4 + c4 − d4)/(a2c2 − b2d2),

H := (a4 + b4 − c4 − d4)/(a2b2 − c2d2).

This model of K is often referred to as the canonical parameterisation [268]. Note that A2, B2, C2,
and D2 are linear combinations of a2, b2, c2, and d2, so the equation of K is determined entirely by
a, b, c, d; in fact, K is determined by the projective point (a : b : c : d) ∈ P3. The identity element
on K is 0K = (a : b : c : d).
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9.1.3 Nodes of the Kummer surface

The nodes of K are the sixteen points

0K = (a : b : c : d), T1 = (a : b : −c : −d), T2 = (a : −b : c : −d), T3 = (a : −b : −c : d),

T4 = (b : a : d : c), T5 = (b : a : −d : −c), T6 = (b : −a : d : −c), T7 = (b : −a : −d : c),

T8 = (c : d : a : b), T9 = (c : d : −a : −b), T10 = (c : −d : a : −b), T11 = (c : −d : −a : b),

T12 = (d : c : b : a), T13 = (d : c : −b : −a), T14 = (d : −c : b : −a), T15 = (d : −c : −b : a).

Each Ti is the image in K of a two-torsion point T̃i in J [2]. Since T̃i = −T̃i, the translation-by-T̃i
map on J induces a morphism σi : K → K. In fact, σi lifts to a linear map on A4: that is, it acts
like a matrix on the coordinates (X1, X2, X3, X4) on P3. Further, σi and σj commute, respectively
anticommute, if e2(T̃i, T̃j) = 1, respectively −1.

In particular, if we define

U1 := diag(1, 1,−1,−1), U2 := diag(1,−1, 1,−1),

and

V1 :=


0 1 0 0

1 0 0 0

0 0 0 1

0 0 1 0

 , V2 :=


0 0 0 1

0 0 1 0

0 1 0 0

1 0 0 0

 .

Then

(9.3) U2
1 = U2

2 = I4, and U1U2 = U2U1 , V 2
1 = V 2

2 = I4, and V1V2 = V2V1 ,

and

(9.4) U1V2 = −V2U1 , U2V1 = −V1U2 , U1V1 = V1U1 , U2V2 = V2U2 .

Taking the labelling of the nodes above, with T0 = (a : b : c : d) as the image of the identity
T̃0 = 0J , the corresponding translations are such that

Ti = σi((a : b : c : d)) for 0 ≤ i ≤ 15 ;

that is,

σ0 = I4 σ1 = U1 σ2 = U2 σ3 = U1U2

σ4 = V1 σ5 = V1U1 σ6 = V1U2 σ7 = V1U1U2

σ8 = V1V2 σ9 = V1V2U1 σ10 = V1V2U2 σ11 = V1V2U1U2

σ12 = V2 σ13 = V2U1 σ14 = V2U2 σ15 = V2U1U2

Now Equation (9.3) and Equation (9.4) show that (T̃1, T̃2, T̃12, T̃4) is a symplectic basis (with
respect to the 2-Weil pairing) of J [2], where we define a symplectic basis as follows.
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Definition 9.1.1. Let J be the Jacobian of a genus-2 curve C. A basis {Q1, Q2, Q3, Q4} for J [D]

is symplectic with respect to the D-Weil pairing if

eD(Q1, Q3) = eD(Q2, Q4) = ζ

where ζ is a primitive D-th root of unity, and eD(Qi, Qj) = 1 otherwise.

9.1.4 Operations on the Kummer surface

Let π : J → K be the quotient by −1. The multiplication-by-m maps [m] on J induce pseudo-
multiplications π(P ) 7→ [m]∗(π(P )) = π([m]P ). We can express the pseudo-doubling map [2]∗ on
K as a composition of four basic building blocks, each a morphism from P3 to P3:

1. the Hadamard involution H : P3 → P3, which is induced by the linear map on A4 defined by
the matrix 

1 1 1 1

1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

 ;

2. the squaring map

S : (X1 : X2 : X3 : X4) 7−→ (X2
1 : X2

2 : X2
3 : X2

4 ) ;

3. the scaling maps

C(α:β:γ:δ) : (X1 : X2 : X3 : X4) 7−→ (αX1 : βX2 : γX3 : δX4)

for each (α : β : γ : δ) ∈ P3(k); and

4. the inversion map

Inv : (X1 : X2 : X3 : X4) 7−→ (X2X3X4 : X1X3X4 : X1X2X4 : X1X2X3)

= (1/X1 : 1/X2 : 1/X3 : 1/X4) ,

well-defined when all Xi ̸= 0.

We can readily see that H costs 8 k-additions, S costs 4 k-squarings, C costs 4 k-multiplications, and
Inv costs 6 k-multiplications. Now, if K is a Kummer surface with fundamental theta constants
(a : b : c : d), then pseudo-doubling is given by

[2]∗ = CInv(0K) ◦ H ◦ S ◦ CInv((A:B:C:D)) ◦ H ◦ S .

Recall from Section 2.5.1 that while K inherits scalar multiplication from JC , it loses the group law:
for divisors DP , DQ, DP+Q ∈ JC , the points P = π(±DP ) and Q = π(±DQ) on K do not uniquely
determine P + Q = π(±DP+Q), unless at least one of P and Q is the image of a point in JC [2].
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However, the operation {P,Q} 7→ {P + Q,P − Q} is well-defined, so we have a pseudo-addition
operation (P,Q, P −Q) 7→ P +Q.

By abuse of notation, we let R = (r1 : r2 : r3 : r4) and S = (s1 : s2 : s3 : s4) be points on K, and
let T+ = (t+1 : t+2 : t+3 : t+4 ) and T− = (t−1 : t−2 : t−3 : t−4 ) denote the sum R+S and difference R−S,
respectively. There exist biquadratic forms Bij [66, Theorem 3.9.1] for K such that for 1 ≤ i, j ≤ 4

we have
t+i t

−
j + t−i t

+
j = λBij

(
r1, r2, r3, r4; s1, s2, s3, s4

)
= λBij(R;S),

where λ ∈ k is a common projective factor depending only on the affine representations chosen for
R, S, T+, T−. The biquadratic forms Bi,j for fast Kummer surfaces are given explicitly by Renes
and Smith [268, §5.2].

These biquadratic forms are the basis of explicit pseudo-addition and doubling laws on K. For
example, if the difference T− is known, then the Bij can be used to compute the coordinates of
T+. As we will see in Section 9.2, the Bij will also be crucial in determining equations for our
(N,N)-isogenies.

9.2 (N,N)-isogenies on fast Kummer surfaces

Throughout this section, the morphism Φ : J → J ′ is an (N,N)-isogeny with kernel G ⊂ J [N ],
a maximal N -Weil isotropic subgroup of J [N ], where N is a prime number not equal to the
characteristic of the base field k. Our goal is to compute an explicit and efficiently-computable
collection of polynomials defining the induced map φ : K → K′ when K and K′ admit fast models.

9.2.1 A warm-up with N = 2

We first dispose of the case N = 2. Let T̃0, . . . , T̃15 be the 16 points in J [2], and let T0, . . . , T15
be their images in K. Recall that Ti = σi(T0), where σi : K → K is a morphism defining the
translation-by-Ti map. There are precisely fifteen (images of) (2, 2)-subgroups in K, and they are
the images of

G̃ij :=
{
T̃0, T̃i, T̃j , T̃i + T̃j

}
⊂ J [2]

in K, where 1 ≤ i ̸= j ≤ 15 such that the linear maps corresponding to σi and σj commute.
Explicitly, the (2, 2)-subgroups on K with 0K = (a : b : c : d) are

G1,2 := {(a : b : c : d), (a : b : − c : − d), (a : − b : c : − d), (a : − b : − c : d)},

G1,4 := {(a : b : c : d), (a : b : − c : − d), (b : a : d : c), (b : a : − d : − c)},

G1,6 := {(a : b : c : d), (a : b : − c : − d), (b : − a : d : − c), (b : − a : − d : c)},

G2,8 := {(a : b : c : d), (a : − b : c : − d), (c : d : a : b), (c : − d : a : − b)},

G2,9 := {(a : b : c : d), (a : − b : c : − d), (c : d : − a : − b), (c : − d : − a : b)},

G3,12 := {(a : b : c : d), (a : − b : − c : d), (d : c : b : a), (d : − c : − b : a)},

G3,14 := {(a : b : c : d), (a : − b : − c : d), (d : c : − b : − a), (d : − c : b : − a)},

G4,8 := {(a : b : c : d), (b : a : d : c), (c : d : a : b), (d : c : b : a)},
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G4,9 := {(a : b : c : d), (b : a : d : c), (c : d : − a : − b), (d : c : − b : − a)},

G5,10 := {(a : b : c : d), (b : a : − d : − c), (c : − d : a : − b), (d : − c : − b : a)},

G5,11 := {(a : b : c : d), (b : a : − d : − c), (c : − d : − a : b), (d : − c : b : − a)},

G6,8 := {(a : b : c : d), (b : − a : d : − c), (c : d : a : b), (d : − c : b : − a)},

G6,9 := {(a : b : c : d), (b : − a : d : − c), (c : d : − a : − b), (d : − c : − b : a)},

G7,10 := {(a : b : c : d), (b : − a : − d : c), (c : − d : a : − b), (d : c : − b : − a)},

G7,11 := {(a : b : c : d), (b : − a : − d : c), (c : − d : − a : b), (d : c : b : a)}.

This gives 15 corresponding (2, 2)-isogenies given by φ : K → K′ = K/Gi,j . For each unique
(2, 2)-subgroup, we can associate a morphism α : K → K induced by a linear map on A4 such that
the corresponding (2, 2)-isogeny K → K̃ is given by

ψ := H ◦ S ◦ α.

The non-zero entries of the 4 × 4 matrix A defining α are all fourth roots of unity. Let i be a
primitive fourth root of unity in k. We give matrices A specifying the linear map α for each of the
(2, 2)-subgroups below.

G1,2 : A =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

 , G1,4 : A =


1 1 0 0

1 −1 0 0

0 0 1 1

0 0 1 −1

 ,

G1,6 : A =


1 i 0 0

1 −i 0 0

0 0 1 i

0 0 1 −i

 , G2,8 : A =


1 0 1 0

1 0 −1 0

0 1 0 1

0 1 0 −1

 ,

G2,9 : A =


1 0 i 0

1 0 −i 0

0 1 0 i

0 1 0 −i

 , G3,12 : A =


1 0 0 1

1 0 0 −1
0 1 1 0

0 1 −1 0

 ,

G3,14 : A =


1 0 0 i

1 0 0 −i
0 1 i 0

0 1 −i 0

 , G4,8 : A =


1 1 1 1

1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

 ,

G4,9 : A =


1 1 i i

1 1 −i −i
1 −1 i −i
1 −1 −i i

 , G5,10 : A =


−1 1 1 1

1 −1 1 1

1 1 −1 1

1 1 1 −1

 ,

176



G5,11 : A =


1 −1 −i −i
1 −1 i i

1 1 −i i

1 1 i −i

 , G6,8 : A =


1 i 1 i

1 i −1 −i
1 −i 1 −i
1 −i −1 i

 ,

G6,9 : A =


1 −i −i −1
1 −i i 1

1 i −i 1

1 i i −1

 , G7,10 : A =


1 −i −1 −i
1 −i 1 i

1 i −1 i

1 i 1 −i

 ,

G7,11 : A =


1 i i 1

1 i −i −1
1 −i i −1
1 −i −i 1

 .

We note, however, that K̃ will not be in the fast Kummer correct form. We must therefore
apply a final scaling CU where U = (S−1 ◦ Inv ◦ ψ)(0K). From this we obtain a (2, 2)-isogeny
φ := CU ◦ ψ : K → K′ = K/Gi,j , where K and K′ are fast Kummer surfaces.

Example 9.2.1. Consider the (2, 2)-subgroup

G1,2 = {(a : b : c : d), (a : b : − c : − d), (a : − b : c : − d), (a : − b : − c : d)}.

Here α is the identity map and the (2, 2)-isogeny is given by

(X1 : X2 : X3 : X4) 7→(
X2

1 +X2
2 +X2

3 +X2
4

A
:
X2

1 +X2
2 −X2

3 −X2
4

B
:

:
X2

1 −X2
2 +X2

3 −X2
4

C
:
X2

1 −X2
2 −X2

3 +X2
4

D

)

We call this the distinguished kernel : the kernel of the first half of doubling. Indeed, U = (A :

B : C : D) and we recover the first three steps CInv(A:B:C:D) ◦ H ◦ S of the doubling map given
by Gaudry [175, §3.2] on fast Kummer surfaces.

Remark 9.2.2. Though the formulæ for (2, 2)-isogenies on fast Kummer surfaces are extremely
compact, we remark that the final scaling requires the computation of square roots in k. If R, S
are the 2-torsion points generating the isogeny, let P , Q ∈ K be such that R = [2]∗P , S = [2]∗Q.
The coordinates of P , Q contain the square roots needed for the final scaling (up to a projective
factor). We therefore suspect that these square roots may be inferred directly from coordinates of
the 4-torsion, though we have not been able to derive such formulæ.3

3Since this work was made public, it has become clear to this author that these square roots can instead be
extracted from the 8-torsion points lying above the kernel generators; see [117].
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9.2.2 The general case: odd N

From this point forward, we suppose N is an odd prime. Since N is odd, the (N,N)-isogeny
Φ restricts to an isomorphism of 2-torsion subgroups J [2] → J ′[2]. Furthermore, since Φ is an
isogeny of p.p. abelian varieties it is compatible with the N -Weil pairing by definition, and so
it maps the symplectic structure on J [2] associated with the fast Kummer K onto a symplectic
2-torsion structure on J ′[2], which is associated with a fast Kummer K′. The isogeny Φ therefore
descends to a morphism φ : K → K′ of fast Kummers. Our goal is to construct explicit equations
for φ.

To do so, we follow the strategy taken by Cassels and Flynn [66, §9], Bruin, Flynn, and Testa
[58], Nicholls [248, §5], and Flynn [157], adapting it to the case of fast Kummer surfaces. We will
observe that the special forms of the affine translation maps σi are very helpful in this setting, and
lead to nice results.

In practice, we are given a fast Kummer K and the image π(G) of an (N,N)-subgroup G of
J in K. There exists a fast Kummer K′ ∼= (J ′/G)/⟨±1⟩, and our goal is to find K′ and the map
φ : K → K′ induced by the quotient (N,N)-isogeny Φ with kernel G. Crucially, φ “commutes”
with the action by 2-torsion points, in the sense of the following definition.

Definition 9.2.3. An isogeny of fast Kummer surfaces is a morphism φ : K → K′ induced by an
isogeny Φ : J → J ′ such that when lifted to a map on the ambient space, we have

φ ◦ UK
i = UK′

i ◦ φ and φ ◦ V K
i = V K′

i ◦ φ for i = 1, 2 ,

where Ui and Vi are as defined in Section 9.1.3.

We want to compute φ : K → K′, but K′ is unknown. However, as K and K′ are both embedded
in P3, φ must be defined by forms of degree N , and it must commute with the actions of the Ui
and Vi. This imposes heavy constraints on the shape of the forms defining φ, and we can hope to
interpolate them using linear algebra given the action of G, and therefore to interpolate the image
Kummer K′ by pushing the theta constants (a : b : c : d) through the isogeny.

Let K[N ] be the image of J [N ] in K and fix R,S ∈ K[N ]. From this point forward, we write
⟨R,S⟩ ⊂ K[N ] for the image of the subgroup G of J [N ] generated by the preimages of R,S. By
abuse of notation, we say that R, S are N -torsion points on K.

The first step is to compute two sets of homogeneous forms of degree N in the coordinates
of K that are invariant under translation by R and by S. The following lemma, due to Nicholls
[248, §5.8.4], describes how we can use the biquadratic forms associated to the Kummer surface
introduced in Section 9.1.2 to construct these homogeneous forms.

Lemma 9.2.4. Fix Kummer surface K with coordinates X1, X2, X3, X4 and associated biquadratic
forms Bi,j for 1 ≤ i, j ≤ 4. Let N be an odd prime number, and fix a point R ∈ K[N ] of order N .

We denote by I ∈ {1, 2, 3, 4}N a list of indices I = (i1, . . . , iN ). Letting τ be a permutation of
{1, . . . , N}, we write

τ(I) = τ((i1, . . . , iN )) := (iτ(1), . . . , iτ(N)).
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Then, for each I ∈ {1, 2, 3, 4}N we define

FI :=
∑
τ∈CN

Xiτ(1)
·
(N−1)/2∏
k=1

Biτ(2k),iτ(2k+1)
(X1, X2, X3, X4; kR) ,

where CN is the cyclic group of order N . Then, the set FR := {FI} contains homogeneous forms
of degree N invariant under translation by R.

Applying the lemma above to N -torsion points R and S, we obtain the two sets FR and FS .
The homogeneous forms of degree N in each set will generate a space of dimension mN ≥ 4. Our
experiments suggest mN = 2N + 2 for N ≤ 19, and possibly beyond, though we have not proven
this.4

The next step is to compute a basis for these two spaces, say FR1 , . . . , F
R
mN

is a basis for the
space generated by the homogeneous forms in FR, and FS1 , . . . , FSmN

a basis for the space generated
by FS .

The intersection of these spaces contains homogeneous forms of degree N that are invariant
under translation by any point in the kernel G of our (N,N)-isogeny. The intersection will be of
dimension 4, and a basis for this intersection gives an (N,N)-isogeny ψ : K → K̃. Explicitly, the
third step is to compute a basis of this intersection, say f1, f2, f3, f4. Then, our (N,N)-isogeny
is given by ψ = (f1 : f2 : f3 : f4).

We note that K̃ may not be in the correct form given by Equation (9.1). When computing
chains of isogenies, however, it is important to ensure that our (N,N)-isogenies have domain and
image in the same form. Therefore, the last step is to apply a linear transformation M : K̃ → K′,
where K′ is a fast Kummer surface. Post-composing the map ψ with this linear transformation
gives a k-rational (N,N)-isogeny φ : K → K′ between fast Kummer surfaces generated by the
kernel G = ⟨R,S⟩.

Remark 9.2.5. The compactness and efficiency of our isogeny formulae is determined by the
choice of basis we make for the spaces generated by the forms in FR and FS . An open question
that arises from this work, therefore, is finding a solution to the following problem: let f1, . . . , fn ∈
Q(a1, . . . , ak)[x1, . . . , xm] be a basis of polynomials defined over a function field. Find a “nice”
basis g1, . . . , gn where g1, . . . , gn are Q(a1, . . . , ak)-linear combinations of the fi.

9.3 Explicit (3, 3)-isogenies on fast Kummers

We now specialise the discussion in Section 9.2 to N = 3 to construct (3, 3)-isogenies between fast
Kummer surfaces.

Let J be the Jacobian of a genus-2 curve C defined over k. Suppose we have a (3, 3)-subgroup
of J [3], which induces an isogeny φ on the corresponding fast Kummer surface K = J /{±1} with
kernel G = ⟨R,S⟩ for some R,S ∈ K[3] (i.e., G is the image of the (3, 3)-subgroup in K).

Exploiting the fact that φ is an isogeny of fast Kummer surfaces, we obtain the following
lemma, demonstrating that it is determined by five k-rational functions in the coordinates of
0K = (a : b : c : d), R and S.

4This has since been proved in follow-up joint work with Flynn [94].
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Lemma 9.3.1. Let R and S be distinct 3-torsion points on K generating a (3, 3)-subgroup G ⊂
K[3], and set 0K = (a : b : c : d). The (3, 3)-isogeny of fast Kummer surfaces φ : K → K′ generated
by kernel G is in the form

(X1 : X2 : X3 : X4) 7−→ (φ1(X1, X2, X3, X4) : · · · : φ4(X1, X2, X3, X4)) ,

where

φ1(X1, X2, X3, X4) = X1

(
c1X

2
1 + c2X

2
2 + c3X

2
3 + c4X

2
4

)
+ c5X2X3X4 ,

φ2(X1, X2, X3, X4) = X2

(
c2X

2
1 + c1X

2
2 + c4X

2
3 + c3X

2
4

)
+ c5X1X3X4 ,

φ3(X1, X2, X3, X4) = X3

(
c3X

2
1 + c4X

2
2 + c1X

2
3 + c2X

2
4

)
+ c5X1X2X4 ,

φ4(X1, X2, X3, X4) = X4

(
c4X

2
1 + c3X

2
2 + c2X

2
3 + c1X

2
4

)
+ c5X1X2X3 ,

with ci ∈ k[a, b, c, d, r1, r2, r3, r4, s1, s2, s3, s4].

Proof. By Lemma 9.2.4, the isogeny φ is given by cubic forms. That is, φ is defined by polynomials

φi = ci,1X
3
1 + ci,2X1X

2
2 + ci,3X1X

2
3 + ci,4X1X

2
4 + ci,5X2X3X4

+ ci,6X2X
2
1 + ci,7X

3
2 + ci,8X2X

2
3 + ci,9X2X

2
4 + ci,10X1X3X4

+ ci,11X3X
2
1 + ci,12X3X

2
2 + ci,13X

3
3 + ci,14X3X

2
4 + ci,15X1X2X4

+ ci,16X4X
2
1 + ci,17X4X

2
2 + ci,18X4X

2
3 + ci,19X

3
4 + ci,20X1X2X3 ,

where ci,j are k-rational functions in the coordinates of 0K, R, and S for 1 ≤ i ≤ 4 and 1 ≤ j ≤
20. We are looking for an isogeny of fast Kummer surfaces in the sense of Definition 9.2.3, and
compatibility with the translation-by-2-torsion maps forces

σ′
i((φ1 : φ2 : φ3 : φ4)) = φ(σi(X1 : X2 : X3 : X4)),(9.5)

for all 1 ≤ i ≤ 15. Here, σi is the action of Ti ∈ K[2], and similarly σ′
i is the action of T ′

i ∈ K′[2]

(as defined in Section 9.1.3). Equation (9.5) gives rise to relations between the coefficients of the
cubic monomials, from which we deduce that φ is of the form as in the statement of the lemma.
See section4/lemma-4_1.m in the code accompanying this paper. Clearing denominators (as our
Kummer surfaces lie in P3), we obtain the ci ∈ k[a, b, c, d, r1, r2, r3, r4, s1, s2, s3, s4].

By Lemma 9.3.1, to determine explicit formulae for the (3, 3)-isogeny φ generated by kernel
G = ⟨R,S⟩ ⊂ K, it suffices to determine the coefficients c1, . . . , c5. We follow the method given
in Section 9.2 and compute the G-invariant cubic forms. Define

BRij(X1, X2, X3, X4) := Bi,j(X1, X2, X3, X4;R),

BSij(X1, X2, X3, X4) := Bi,j(X1, X2, X3, X4;S).
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By Lemma 9.2.4, the cubic forms invariant under translation by R and S are given by

FRijk := XiB
R
jk +XjB

R
ki +XkB

R
ij ,

FSijk := XiB
S
jk +XjB

S
ki +XkB

S
ij ,

respectively, where 1 ≤ i, j, k ≤ 4. Let FR = {FRijk}1≤i,j,k≤4 and similarly define FS . The cubic
forms in FR and FS each generate a space of dimension 8, for which we choose a basis

{FR111, FR234, FR222, FR134, FR333, FR124, FR444, FR123},

and similarly for FS . These spaces will intersect in a space of dimension 4, which will give a
description of the (3, 3)-isogeny. We compute a basis

f1 := z1F
R
111 + z2F

R
234 , f2 := z3F

R
222 + z4F

R
134 ,

f3 := z5F
R
333 + z6F

R
124 , f4 := z7F

R
444 + z8F

R
123

for the intersection, with z1, . . . , z8 ∈ k such that there exist w1, . . . , w8 ∈ k with

f1 = w1F
S
111 + w2F

S
234 , f2 = w3F

S
222 + w4F

S
134 ,

f3 = w5F
S
333 + w6F

S
124 , f4 = w7F

S
444 + w8F

S
123 .

From this, we obtain a (3, 3)-isogeny ψ = (f1 : f2 : f3 : f4) : K → K̃. To move K̃ to the correct
form, we first define

D1 := (ab− cd)(ab+ cd), D2 := (ac− bd)(ac+ bd), D3 := (ad− bc)(ad+ bc).

Let Dij := Di ·Dj . For a point P = (x1 : x2 : x3 : x4), we define

γ(P ) := (D23(x1x2ab− x3x4cd) +D13(x1x3ac− x2x4bd) +D12(x1x4ad− x2x3bc)),

and hi(P ) as the coordinates of (H ◦ S)(P ), for i = 1, 2, 3, 4. Applying a linear transformation A
to K̃, where A is defined as

A :=


1/α1 0 0 0

0 2/α2 0 0

0 0 2/α1 0

0 0 0 2/(3α2)


and where

α1 := D3(γ(R)(s4s3ab− s1s2cd)− γ(S)(r4r3ab− r1r2cd)),

α2 := D1(γ(R)(s2s3ad− s1s4bc)− γ(S)(r2r3ad− r1r4bc)),

we get a simple and efficiently computable expression for our (3, 3)-isogeny φ := A(f1, f2, f3, f4)
T ,
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whose image is in the desired form. The formulæ for the intersection and linear transformation
can be found and verified in the file section4/linear-transform.m in the accompanying code.

9.3.1 Explicit formulae for (3, 3)-isogenies

We now give the explicit formulae for the isogeny φ : K → K′ generated by kernel G = ⟨R,S⟩. Re-
call from Lemma 9.3.1 that it suffices to give the explicit formulæ for the coefficients
ci ∈ k[a, b, c, d, r1, r2, r3, r4, s1, s2, s3, s4] for i ∈ {1, 2, 3, 4, 5}. We set

β1 := D23

(
γ(R) · (s3s4ab− s1s2cd)− γ(S) · (r3r4ab− r1r2cd)

)
,

β2 := h1(R) · h2(S)− h2(R) · h1(S).

Then, maintaining the notation above, we find

c1 = 2β1h1(R)h1(S),

c2 = β1
(
h1(R)h2(S) + h2(R)h1(S)

)
+ β2

(
γ(R)(s3s4ab− s1s2cd) + γ(S)(r3r4ab− r1r2cd)

)
D23,

c3 = β1
(
h1(R)h3(S) + h3(R)h1(S)

)
+ β2

(
γ(R)(s2s4ac− s1s3bd) + γ(S)(r2r4ac− r1r3bd)

)
D13,

c4 = β1
(
h1(R)h4(S) + h4(R)h1(S)

)
+ β2

(
γ(R)(s2s3ad− s1s4bc) + γ(S)(r2r3ad− r1r4bc)

)
D12,

c5 = 2β2γ(S)γ(R).

Note that the c1, . . . , c5 are symmetric in R and S, as one would expect. Indeed, our formulæ should
not depend on whether we evaluate the coefficients at the coordinates of 0K, R, S or 0K, S,R.

Remark 9.3.2. The (3, 3)-isogeny is defined over the field of definition of the fundamental con-
stants a, b, c, d of K and the kernel generators R,S (rather than the subgroup ⟨R,S⟩).

9.3.2 Evaluating points under the (3, 3)-isogeny

Consider the (3, 3)-isogeny φ : K → K′ and assume the coefficients c1, . . . , c5 have been computed.
Given a point P = (x1 : x2 : x3 : x4) ∈ K, the image φ(P ) = (x′1 : x

′
2 : x

′
3 : x

′
4) is given by

x′1 := x1(c1x
2
1 + c2x

2
2 + c3x

2
3 + c4x

2
4) + c5x2x3x4,

x′2 := x2(c2x
2
1 + c1x

2
2 + c4x

2
3 + c3x

2
4) + c5x1x3x4,

x′3 := x3(c3x
2
1 + c4x

2
2 + c1x

2
3 + c2x

2
4) + c5x1x2x4,

x′4 := x4(c4x
2
1 + c3x

2
2 + c2x

2
3 + c1x

2
4) + c5x1x2x3.

The fundamental theta constants of the image surface K′ can be computed in the same way, i.e.,
as φ((a : b : c : d)). Via Equation (9.2), we can then compute the constants E′, F ′, G′, H ′ defining
the equation of the surface K′.
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9.3.3 Implementation

We implemented (3, 3)-isogeny evaluation using the formulæ above. We give explicit operation
counts for k = Fq, which will be necessary for our cryptographic application in Section 9.5. To
optimise the computation, we implement the following algorithms:

1. TriplingConstantsFromThetas: given fundamental theta constants (a : b : c : d), compute tripling
constants consisting of:

• their inverses (1/a : 1/b : 1/c : 1/d);

• their squares (a2 : b2 : c2 : d2);

• squared dual theta constants (A2 : B2 : C2 : D2); and

• their inverses (1/A2 : 1/B2 : 1/C2 : 1/D2).

For k = Fq, this requires 12M, 4S, and 6a.

2. Compute33Coefficients: given coordinates of R,S and the tripling constants, compute the
coefficients c1, . . . , c5 defining the (3, 3)-isogeny. When k = Fq, this requires 76M, 8S, and
97a.

3. Isogeny33Evaluate: given the coefficients c1, . . . , c5, computes the image of a point P ∈ K
under the corresponding (3, 3)-isogeny (as explained in Section 9.3.2). For k = Fq, this
requires 26M, 4S and 16a.

4. ComputeImageThetas: given coefficients c1, . . . , c5 and the tripling constants, compute the
fundamental theta constants defining the image curve. For k = Fq, this requires 26M and
16a.

Details of the implementation can be found in the accompanying code.

9.3.4 A note on (5, 5)-isogenies on fast Kummers

Suppose we now have a (5, 5)-subgroup of J [5], which induces a (5, 5)-isogeny φ on the correspond-
ing fast Kummer surface K = J /{±1} with kernel G = ⟨R,S⟩ for some R,S ∈ K[5], i.e., G is the
image of the (5, 5)-subgroup in K.

Following the method in Section 9.2, we first compute the G-invariant quintic forms. Let BRi,j
and BSi,j be as before (where now R,S are the 5-torsion points), and define

B2R
ij (X1, X2, X3, X4) := Bi,j(X1, X2, X3, X4; 2R),

B2S
ij (X1, X2, X3, X4) := Bi,j(X1, X2, X3, X4; 2S).

By Lemma 9.2.4, and following Flynn [157], the quintic forms invariant under translation by R are
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given by

FRijklm := XiB
R
jkB

2R
lm +XiB

R
jlB

2R
km +XiB

R
jmB

2R
kl +

XiB
R
klB

2R
jm +XiB

R
kmB

2R
jl +XiB

R
lmB

2R
jk +

XjB
R
ikB

2R
lm +XjB

R
ilB

2R
km +XjB

R
imB

2R
kl +

XjB
R
klB

2R
im +XjB

R
kmB

2R
il +XjB

R
lmB

2R
ik +

XkB
R
jiB

2R
lm +XkB

R
jlB

2R
im +XkB

R
jmB

2R
il +

XkB
R
ilB

2R
jm +XkB

R
imB

2R
jl +XkB

R
lmB

2R
ji +

XlB
R
jkB

2R
im +XlB

R
jiB

2R
km +XlB

R
jmB

2R
ki +

XlB
R
kiB

2R
jm +XlB

R
kmB

2R
ji +XlB

R
imB

2R
jk +

XmB
R
jkB

2R
li +XmB

R
jlB

2R
ki +XmB

R
jiB

2R
kl +

XmB
R
klB

2R
ji +XmB

R
kiB

2R
jl +XmB

R
liB

2R
jk ,

where 1 ≤ i, j, k, l,m ≤ 4. We similarly define FSijklm, the quintic forms invariant under translation-
by-S.

Let FR = {FRijklm} and FR = {FSijklm}. Working modulo the equation defining the Kummer
surface K, the quintic forms in FR and FS each generate a space of dimension 12, for which we
choose a basis {

FR14444, F
R
23333, F

R
23334, F

R
23344, F

R
23444, F

R
24444,

FR33333, F
R
33334, F

R
33344, F

R
33444, F

R
34444, F

R
44444

}
,

and similarly for FS . These spaces intersect in a space of dimension 4, which gives a description
of the (5, 5)-isogeny. Finding the final scaling map to put the image into the correct form is left as
future work.5

9.4 Generating (Nk, Nk)-subgroups

In the remaining two sections, we turn to building a hash function based on the (3, 3)-isogenies
derived in the previous section. The hash function will compute (3k, 3k)-isogenies as chains of
(3, 3)-isogenies, and will start each such chain by computing a (3k, 3k)-subgroup on a fast Kum-
mer surface. This section describes how such (Nk, Nk)-subgroups can be computed (for prime
number N and integer k ≥ 1) in a way that is amenable to efficient and secure cryptographic
implementations.

We do this in two steps: first, in Section 9.4.1 we show how to compute a symplectic basis for
the Nk-torsion on the Jacobian J , which we then push down to the corresponding fast Kummer
surface K = J /{±1}; and second, we use this basis to compute the generators R,S of the (Nk, Nk)-
subgroup G using the three-dimensional differential addition chain introduced in Section 9.4.2.

5This has been resolved in follow-up joint work with Flynn [94].
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9.4.1 Generating a symplectic basis on K

We first compute a symplectic basis for the Nk-torsion on the Jacobian J of the genus-2 curve
Cλ,µ,ν corresponding to K. We compute this basis by generating Nk-torsion points on J until the
Nk-Weil pairing condition given in Definition 9.1.1 is satisfied.6 These points are then pushed
down to K via

π : J → K,

P 7→
(
CInv(0K) ◦ H ◦ C(Inv◦H◦S)(0K)S ◦ H ◦ κ

)
(P ).

Here, C, H, S and Inv are the standard Kummer operations defined in Section 9.1.4 and κ : J →
KSqr maps points in Mumford coordinates on J to the squared Kummer surface KSqr as follows.
For generic points P = (x2 + u1x+ u0, v1x+ v0) ∈ J , we have

κ : (x2 + u1x+ u0, v1x+ v0) 7→ (X1 : X2 : X3 : X4)

with

X1 = a2(u0(µ− u0)(λ+ u1 + ν)− v20), X2 = b2(u0(νλ− u0)(1 + u1 + µ)− v20),

X3 = c2(u0(ν − u0)(λ+ u1 + µ)− v20), X4 = d2(u0(µλ− u0)(1 + u1 + ν)− v20).

For special points P = (x− u0, v0), the map κ is defined by first adding a point of order 2 on J .
Indeed, by adding (x− u′0, 0) ∈ J [2] (with u′0 ̸= u0) we get the point(

x2 − (u0 + u′0)x+ u0u
′
0,

v0
u0 − u′0

x− v0u
′
0

u0 − u′0

)
,

to which we can apply κ. The translation is then undone by applying the action of the corresponding
2-torsion point on KSqr. Finally, κ(0J ) := (a2 : b2 : c2 : d2).

The map κ is due to Bisson, Cosset and Robert [36], while the subsequent operations that map
from KSqr to K appear in Renes and Smith [268, Section 4.3]. Note that the map π corresponds to
a (2, 2)-isogeny, which will not affect the order of the basis points if N is coprime to 2. If, however,
2 | N then one must additionally check the order of the image points on K.

Remark 9.4.1. For applications where N , k, and the domain Kummer K are fixed, the symplectic
basis for J [Nk] can be computed as part of the set-up once and for all, and the image of these
basis points (under π) can be hardcoded as system parameters. For instance, this will be the case
for our cryptographic application in Section 9.5. In these scenarios, optimising the efficiency of the
operations in this subsection is not a priority; the important goal is to optimise the efficiency of
the online part of the (Nk, Nk)-subgroup generation procedure, which amounts to optimising the
three-dimensional differential addition chain in the following subsection.

6In our implementation, we compute the Nk-Weil pairing of points on J [Nk] using MAGMA’s in-built functionality.
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9.4.2 Three-dimensional differential addition chains

Let Q1, Q2, Q3, Q4 ∈ K be the images of a symplectic basis for J [Nk] under the map π described
above. In this subsection we show how to use this basis to compute the two generators R and S

of our (Nk, Nk)-subgroup.
As a first simplification, we restrict to (Nk, Nk)-subgroups with generators of the form

(9.6)
R = Q1 + [α]Q3 + [β]Q4,

S = Q2 + [β]Q3 + [γ]Q4,

where α, β, γ ∈ Z/NkZ. There are N3k such (Nk, Nk)-subgroups (for example, see [209, Table 1]),
and there are O(N3k−1) subgroups that we lose by imposing this restriction [209, Def. 3]. In other
words, at least half of the (Nk, Nk)-subgroups can be obtained with kernel generators of the form
in Equation (9.6), so in a cryptographic context we lose at most one bit of security by simplifying
in this manner.

The remainder of this subsection presents the 3DAC algorithm that allows us to compute the
kernel generators R and S via Equation (9.6). Our task is to define an algorithm that computes
P1 + [β]P2 + [γ]P3 for given scalars β, γ ∈ Z/NkZ and for the points P1, P2 and P3 on K. The
analogous computation on J could utilise a straightforward 3-way multi-exponentation algorithm,
but on the Kummer surface we need a three-dimensional differential addition chain. Such an
addition chain is only allowed to include the computation of the sum Q + R if the difference
±(Q−R) has already been computed at a previous stage.

Three-dimensional differential addition chains have been studied previously by Rao [263] and
more generally by Hutchinson and Karabina [185]. However, both of those works study the general
scenario whereby three scalars are in play. Viewing Equation (9.6), we see that there is no scalar
multiplication of the point P1 in our case, which allows for some convenient simplifications. More-
over, the chain due to Rao [263] is non-uniform and the chain due to Hutchinson and Karabina
[185] is not fixed length unless the input scalars are. Our algorithm 3DAC satisfies both of these
properties regardless of the input scalars, making it secure for use in cryptographic applications,
such as the hash function we present in Section 9.5. We remark that these properties would not be
necessary for a hash function involving only public data, but for other cryptographic applications
where inputs to the hash function (or, more broadly, the scalars β and γ) are secret, such as key
derivation functions, these properties are an imperative first step towards protecting the secret
data from side-channel attacks.

We derived the 3DAC chain by extending the two-dimensional differential addition chain due to
Bernstein [24], the fastest known two-dimensional differential addition chain that is fixed length
and uniform. Beyond the points P1, P2, P3 ∈ K, 3DAC also needs seven additional combinations
of sums and/or differences of these three points. We specify the full ten-tuple of inputs as

D :=
(
P1, P2, P3, P2 + P3, P2 − P3, P1 − P2, P1 − P3, [2](P2 + P3), P1 + P2 + P3, P1 − P2 − P3

)
,

for points P1, P2, P3 ∈ K. In line with Remark 9.4.1, these additional sums and differences can be
(pre)computed on J and their image in K specified as part of the system parameters.
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The three main subroutines used in 3DAC are DBLTHRICEADD, an encoding algorithm ENCODE

and an indexing algorithm IND. The algorithm DBLTHRICEADD is defined to compute the map-
ping

(
P,Q, P −Q,R, S,R− S, T, U, T − U

)
7→
(
[2]P, P +Q,R+ S, T + U

)
,

for points P,Q,R, S, T, U ∈ K, using one pseudo-doubling and three pseudo-additions on the
Kummer surface K.

The encoding algorithm ENCODE takes as input two ℓ-bit scalars β, γ ∈ Z/3kZ and outputs a
single bit b and four (ℓ−1)-bit scalars bi for i = 0, 1, 2, 3. The bit b determines one of two possible
input combinations that is fed into a differential addition that kickstarts the chain (see Step 3
of Algorithm 9.3), after which the j-th bits (for j = 1, . . . , ℓ) of each of the four bi determine one of
16 input permutations that is fed into the DBLTHRICEADD routine (see Step 10 of Algorithm 9.3).

Algorithm 9.1 ENCODE(β, γ):

Input: two ℓ-bit scalars β = (β[ℓ− 1], . . . , β[0]) and γ = (γ[ℓ− 1], . . . , γ[0])
Output: a bit b ∈ {0, 1}, and four (ℓ− 1)-bit scalars (b0, b1, b2, b3)

1: b← β[1]
2: for i = 1 to ℓ− 1 do
3: b1[i]← β[i]⊕ β[i+ 1]
4: b0[i]← b1[i]⊕ γ[i]⊕ γ[i+ 1]
5: b2[i]← β[i+ 1]⊕ γ[i+ 1]
6: b3[i]← b
7: b← b1[i]⊕ (b0[i]⊕ 1)⊗ b
8: end for
9: return b, (b0, b1, b2, b3)

The indexing algorithm IND is used to choose one of four points as the last input to the
DBLTHRICEADD algorithm.

Algorithm 9.2 IND(I):

Input: a 6-tuple of integers I = (I1, . . . , I6)
Output: an integer index ind ∈ {1, 2, 3, 4}

1: switch ([I3 − I1, I4 − I2])
2: case [−1,−1]: ind← 1
3: case [ 1, 1]: ind← 2
4: case [ 1,−1]: ind← 3
5: case [−1, 1]: ind← 4
6: end switch
7: return ind

The full algorithm 3DAC is specified in Algorithm 9.3. Given the tuple D above, the two scalars
β, γ ∈ Z/NkZ, the length ℓ of the chain (i.e., the bitlength of Nk), the fundamental theta constants
0K of the fast Kummer surface K that we are working on, our 3DAC algorithm computes the point
P1 + [β]P2 + [γ]P3 on K using 3ℓ− 2 pseudo-additions and ℓ− 1 pseudo-doublings on K.
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Algorithm 9.3 3DAC(D, β, γ, ℓ, 0K):

Input: Scalars β, γ ∈ Z/3kZ, the length of chain ℓ, fundamental theta constants 0K, and a tuple
D of points on K. Let Di be the i-th element in D.
Output: P1 + [β]P2 + [γ]P3 where P1, P2, P3 are D1,D2,D3, respectively.

1: initialise P ← (D4,D8,D4,D9), D ← (D2,D3,D4,D5), ∆← (D1,D10,D6,D7)
2: initialise I ← (1, 1, 2, 2, 1, 1)
3: b, (b0, b1, b2, b3)← ENCODE(β, γ)
4: if b = 1 then
5: (P3, I6)← ((P3, D2, D1), I6 + 1)
6: else
7: (P3, I5)← ((P3, D1, D2), I5 + 1)
8: end if
9: for i = 1 to ℓ− 1 do

10: switch (b0[i], b1[i], b2[i], b3[i])
11: case (0, 0, 0, 0): I ← (I1 + I3, I2 + I4, 2I3, 2I4, I3 + I5, I4 + I6)

(P2, P1, P3, P4)← DBLTHRICEADD(P2, P1, D3, P3, P2, D2, P2, P4,∆IND(I))
12: case (0, 0, 0, 1): I ← (I1 + I3, I2 + I4, 2I3, 2I4, I3 + I5, I4 + I6)

(P2, P1, P3, P4)← DBLTHRICEADD(P2, P1, D3, P3, P2, D1, P2, P4,∆IND(I))
13: case (0, 0, 1, 0): I ← (I1 + I3, I2 + I4, 2I3, 2I4, I3 + I5, I4 + I6)

(P2, P1, P3, P4)← DBLTHRICEADD(P2, P1, D4, P3, P2, D2, P2, P4,∆IND(I))
14: case (0, 0, 1, 1): I ← (I1 + I3, I2 + I4, 2I3, 2I4, I3 + I5, I4 + I6)

(P2, P1, P3, P4)← DBLTHRICEADD(P2, P1, D4, P3, P2, D1, P2, P4,∆IND(I))
15: case (0, 1, 0, 0): I ← (I1 + I3, I2 + I4, 2I1, 2I2, I1 + I5, I2 + I6)

(P2, P1, P3, P4)← DBLTHRICEADD(P1, P2, D3, P3, P1, D2, P1, P4,∆IND(I))
16: case (0, 1, 0, 1): I ← (I1 + I3, I2 + I4, 2I1, 2I2, I1 + I5, I2 + I6)

(P2, P1, P3, P4)← DBLTHRICEADD(P1, P2, D3, P3, P1, D1, P1, P4,∆IND(I))
17: case (0, 1, 1, 0): I ← (I1 + I3, I2 + I4, 2I1, 2I2, I1 + I5, I2 + I6)

(P2, P1, P3, P4)← DBLTHRICEADD(P1, P2, D4, P3, P1, D2, P1, P4,∆IND(I))
18: case (0, 1, 1, 1): I ← (I1 + I3, I2 + I4, 2I1, 2I2, I1 + I5, I2 + I6)

(P2, P1, P3, P4)← DBLTHRICEADD(P1, P2, D4, P3, P1, D1, P1, P4,∆IND(I))
19: case (1, 0, 0, 0): I ← (I1 + I3, I2 + I4, 2I5, 2I6, I3 + I5, I4 + I6)

(P2, P3, P1, P4)← DBLTHRICEADD(P3, P2, D2, P1, P2, D3, P3, P4,∆IND(I))
20: case (1, 0, 0, 1): I ← (I1 + I3, I2 + I4, 2I5, 2I6, I1 + I5, I2 + I6)

(P2, P3, P1, P4)← DBLTHRICEADD(P3, P1, D1, P1, P2, D3, P3, P4,∆IND(I))
21: case (1, 0, 1, 0): I ← (I1 + I3, I2 + I4, 2I5, 2I6, I3 + I5, I4 + I6)

(P2, P3, P1, P4)← DBLTHRICEADD(P3, P2, D2, P1, P2, D4, P3, P4,∆IND(I))
22: case (1, 0, 1, 1): I ← (I1 + I3, I2 + I4, 2I5, 2I6, I1 + I5, I2 + I6)

(P2, P3, P1, P4)← DBLTHRICEADD(P3, P1, D1, P1, P2, D4, P3, P4,∆IND(I))
23: case (1, 1, 0, 0): I ← (I1 + I3, I2 + I4, 2I5, 2I6, I1 + I5, I2 + I6)

(P2, P3, P1, P4)← DBLTHRICEADD(P3, P1, D2, P1, P2, D3, P3, P4,∆IND(I))
24: case (1, 1, 0, 1): I ← (I1 + I3, I2 + I4, 2I5, 2I6, I3 + I5, I4 + I6)

(P2, P3, P1, P4)← DBLTHRICEADD(P3, P2, D1, P1, P2, D3, P3, P4,∆IND(I))
25: case (1, 1, 1, 0): I ← (I1 + I3, I2 + I4, 2I5, 2I6, I1 + I5, I2 + I6)

(P2, P3, P1, P4)← DBLTHRICEADD(P3, P1, D2, P1, P2, D4, P3, P4,∆IND(I))
26: case (1, 1, 1, 1): I ← (I1 + I3, I2 + I4, 2I5, 2I6, I3 + I5, I4 + I6)

(P2, P3, P1, P4)← DBLTHRICEADD(P3, P2, D1, P1, P2, D4, P3, P4,∆IND(I))
27: end switch
28: end for
29: return P4
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9.5 A hash function from (3, 3)-isogenies

Isogenies between superspecial Jacobians of genus-2 curves have been proposed for use in post-
quantum isogeny-based cryptography (e.g., [72, 159]). We follow suit and henceforth restrict
our attention superspecial Jacobians defined over k = Fp. Recall from Section 4.1 that every
superspecial J /Fp is Fp-isomorphic to a Jacobian defined over Fp2 . Similarly, the corresponding
superspecial Kummer surface K/Fp is Fp-isomorphic to a Kummer surface with model defined over
Fp2 .

As an application to exhibit our algorithms, we construct a fundamental cryptographic prim-
itive: a hash function. The first isogeny-based hash function was introduced by Charles, Goren
and Lauter who use isogenies between supersingular elliptic curves [76]. The use of higher di-
mensional isogenies between superspecial Jacobians of genus-2 curves to construct a variant of
the Charles–Goren–Lauter (CGL) hash function was previously explored by Castryck, Decru and
Smith [72] using (2, 2)-isogenies. They argue that although the computation of higher dimensional
isogenies is more expensive, breaking the security of the hash function requires Õ(p3/2) time, rather
than Õ(p1/2) time as in the CGL hash function. Therefore, smaller parameters can be used to
obtain the same security. Following this, Castryck and Decru [70] use multiradical formulae for
(3, 3)-isogenies to construct such a hash function and obtain an asymptotic speed-up of around
a factor of 9. Later work by Decru and Kunzweiler [130] construct a hash function using (3, 3)-
isogenies between general Kummer surfaces by improving on the formulae given by Bruin, Flynn
and Testa [58].

In this section, we describe a variant of the CGL hash function [76], called KuHash, that uses
the formulae introduced in Section 9.3 to compute chains of (3, 3)-isogenies between fast Kummer
surfaces. We obtain a speed-up of around 8 – 9x, and around 32 – 34x compared to the Castryck–
Decru and Decru–Kunzweiler hash functions, respectively, for security levels λ = 128, 192 and
256.

9.5.1 Chains of (3, 3)-isogenies

We first present the Isogeny33Chain routine for computing chains of (3, 3)-isogenies. Though we
use it as a building block for a hash function, we note that it can also be used in a variety of
cryptographic applications. In particular, we have been careful to ensure that each component of
the algorithm is amenable to constant-time cryptographic software.

Tripling algorithm. We start by presenting TPL, the algorithm to compute [3]P from a point
P ∈ K and the associated tripling constants (as defined in Section 9.3.3). This algorithm requires
26M, 12S and 32a.

Naïve strategies. Given a (3k, 3k)-subgroup G = ⟨R,S⟩ ⊂ K[3k], we use TPL and the algorithms
from Section 9.3.3 to compute an isogeny with kernel ⟨R,S⟩ as a chain of (3, 3)-isogenies of length
k. A naïve way of doing so is the following. Set P0 := R, Q0 := S and K0 := K, and then execute
the following four steps for i = 1 to k:

1. Compute the tripling constants on Ki−1 using TriplingConstantsFromThetas
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Algorithm 9.4 TPL(P, TC):

Input: Point P ∈ K and tripling constants TC (with i-th entry denoted TCi)
Output: Point Q ∈ K where Q = [3]P .

1: R← S(P )
2: R← H(R)
3: Q← S(R)
4: Q← CTC5(Q)
5: Q← H(Q)
6: Q← CTC4(Q)
7: Q← S(Q)
8: Q← H(Q)
9: S ← CTC5(R)

10: Q← CS(Q)
11: Q← H(Q)
12: Q← CI(P )(Q)
13: return Q

2. Compute 3-torsion points (Pi, Qi) := (3k−iR, 3k−iS) using k− i repeated applications of TPL
on R and S.

3. Compute the (3, 3)-isogeny φi : Ki−1 → Ki with kernel ⟨Pi, Qi⟩, and the images of Pi−1, Qi−1

under this isogeny using Compute33Coefficients and Isogeny33Evaluate.

4. Compute the theta constants of the image Ki of φi using ComputeImageThetas.

The (3k, 3k)-isogeny with kernel G will be given by φk ◦ · · · ◦ φ1 : K0 → Kk.

Optimal strategies. A more efficient way to compute isogeny chains is to use optimal strate-
gies [123]. These allow us to reduce the number of executions of TPL needed to compute the kernel
at each step in the chain by storing intermediate points obtained during the triplings and pushing
them through each isogeny. In our case, the cost of tripling is around 1.1x the cost of computing
the image of a point under the isogeny, and so we shift the cost in this way to obtain the strategies
(see [123] for further details). We give this algorithm in detail in Algorithm 9.5, and note that
invoking the optimal strategies results in a 3.7–6.6x reduction of the cost to compute a chain of
(3, 3)-isogenies for the set of parameters we specify in Section 9.5.3.

9.5.2 A cryptographic hash function

We are now ready to present the hash function KuHash that uses chains of (3, 3)-isogenies between
fast Kummer surfaces. For a fixed security parameter λ and working over characteristic p ≈ 2λ,
the hash function parses the message into three scalars α, β, γ ∈ Z/3kZ which are fed into the
3DAC algorithm to compute a (3k, 3k)-subgroup G = ⟨R,S⟩. This is then used to compute the
corresponding (3k, 3k)-isogeny φ : K → K′, and the output of the hash function is the fundamental
theta constants of the image surface K′.

To optimise our hash function, we want to ensure that the (3k, 3k)-isogeny is Fp2-rational.
Given a security parameter λ, we choose a suitably sized prime p = 16f ·3k−1 ≈ 2λ (the fact that
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Algorithm 9.5 Isogeny33Chain(k, 0K, R, S, strategy):

Input: Fundamental theta constants 0K = (a : b : c : d) defining Kummer surface K, generators
R,S ∈ K of (3k, 3k)-subgroup for k ≥ 1, and optimal strategy strategy.
Output: Fundamental theta constants defining image Kummer surface K′ of (3k, 3k)-isogeny
φ : K → K′ with kerφ = ⟨R,S⟩.

1: for e = k − 1 to 1 do
2: P,Q = R,S
3: pts = [ ]
4: inds = [ ]
5: i← 0
6: TC← TriplingConstantsFromThetas(0K)
7: while i < k − e do
8: Append [R,S] to pts

9: Append i to inds

10: m← strategy[k − i− e+ 1]
11: for j = 1 to m do
12: R← TPL(R, TC)
13: S ← TPL(S, TC)
14: end for
15: i← i+m
16: end while
17: cs← Compute33Coefficients(P,Q, TC)
18: 0K ← ComputingImageThetas(cs)
19: for [P1, P2] in pts do
20: P1 ← Isogeny33Evaluate(P1, cs)
21: P2 ← Isogeny33Evaluate(P2, cs)
22: end for
23: if pts not empty then
24: [R,S]← pts[−1]
25: i← inds[−1]
26: Remove last element from pts and inds
27: end if
28: end for
29: TC← TriplingConstantsFromThetas(0K)
30: cs← Compute33Coefficients(R,S, TC)
31: 0K ← ComputingImageThetas(cs)
32: return 0K
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16 | p+1 ensures rational 2-torsion), where f is a small cofactor, and take a small pseudo-random
walk from the superspecial Jacobian of the curve C0 : y2 = x6+1 to arrive at our starting Jacobian
J = Jac(C). In our implementation, we used MAGMA’s inbuilt Richelot isogeny routine to take 20
(2, 2)-isogenies away from C0. Since J (Fp2) ∼= (Z/(p + 1)Z)4, the Rosenhain invariants of C are
all rational in Fp2 , and we use these to compute 0K = (a : b : c : d), i.e., the fundamental theta
constants of the starting Kummer surface K = J /{±1}, where a, b, c, d ∈ Fp2 . Using the methods
described in Section 9.4.1, we compute a symplectic basis for J [3k], which is pushed down to our
starting fast Kummer surface K via π : J → K together with the auxiliary sums and differences
defined in Section 9.4.2 to obtain the two tuples of points DR and DS . The setup routine outputs
gens = {DR, DS} and data = {k, ⌈λ/ log(3)⌉, 0K}.

The hash function takes as input data, gens and a message msg = (α, β, γ), where α, β, γ ∈
Z/3kZ. In practice, the input message msg to the hash function would be a bit string, which would
then be parsed into the scalars α, β, γ. The output of the hash function is a tuple of elements
Fp2 , namely the fundamental theta constants of the image Kummer surface K′ under the (3k, 3k)-
isogeny defined by scalars (α, β, γ). The output is of size 8 log(p) without normalising the theta
constants (a′, b′, c′, d′), and of size 6 log(p) with normalisation (a′/d′, b′/d′, c′/d′), which comes at
a cost of one inversion and 3M. We fully specify KuHash in Algorithm 9.6.

We remark that, as the message must be parsed into three scalars lying in Z/3kZ, our hash
function requires an input message of length 3k log(3) bits. To allow for arbitrary length messages,
after each (3k, 3k)-isogeny is computed, we could, for example, sample a new symplectic basis on
the image Kummer surface following Kunzweiler, Ti, and Weitkämper [210, Algorithm 1]. However,
we emphasize that our main objective in presenting the hash function KuHash is to benchmark our
algorithm Isogeny33Chain for computing chains of (3, 3)-isogenies against others in the literature.
We therefore restrict our implementation and experiments to messages of length 3k log(3).

Algorithm 9.6 KuHash(msg, data, gens)

Input: A message msg, auxiliary data data and generators gens of K[3k].
Output: Fundamental theta constants (a′, b′, c′, d′) of image Kummer surface K′

1: Parse msg as α, β, γ.
2: Parse data as k, ℓ,OK.
3: Parse gens as two sets DR, DS (see Section 9.4.2).
4: R← 3DAC(DR, α, β, ℓ, 0K)
5: S ← 3DAC(DS , β, γ, ℓ, 0K)
6: (a′ : b : c′ : d′)← Isogeny33Chain(k, 0K, R, S)
7: return (a′, b′, c′, d′)

9.5.3 Implementation

We implement KuHash and give parameters for security levels λ = 128, 192, and 256.

Security. Let λ be the security parameter and p ≈ 2λ. We follow the discussion in [72, §7.4]
to determine the security of the hash function KuHash. In particular, the security of our hash
function is not affected by taking N = 3 rather than N = 2, and as a result the security of our
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hash function relies on similar problems, namely Problem 9.5.1 and Problem 9.5.2 below.

Problem 9.5.1. Given two superspecial genus-2 curves C1, C2 defined over Fp2 find a (3k, 3k)-
isogeny between Jac(C1) and Jac(C2).

Problem 9.5.2. Given a superspecial genus-2 curve C1 defined over Fp2 , find

• a curve C2 and a (3k, 3k)-isogeny Jac(C1)→ Jac(C2),

• a curve C′2 and a (3k
′
, 3k

′
)-isogeny Jac(C1)→ Jac(C′2),

such that Jac(C2) and Jac(C′2) are Fp-isomorphic. Here, we can have k = k′, but the kernels of the
corresponding isogenies must be different.

Previous works take the general Pollard-ρ attack to be the best classical attack against these
problems, which runs in Õ(p3/2). We take a more conservative approach and consider the Costello–
Smith algorithm [107] to be the best classical attack, which runs in Õ(p). This attack is described
in detail in Section 4.3.2 of Part I of this thesis, and its concrete security is the focus of Chapter 8.
We further recall that the best quantum attack is also due to Costello and Smith, and is based
on Grover’s claw-finding algorithm running in Õ(p1/2). Considering these attacks, we obtain the
following parameters:

• λ = 128 : p = 5 · 24 · 3k − 1 with k = 75;

• λ = 192 : p = 37 · 24 · 3k − 1 with k = 115;

• λ = 256 : p = 11 · 24 · 3k − 1 with k = 154.

Cost Metric. To benchmark KuHash, we count Fp-operations. Indeed, our implementation in
Python/SageMath will call underlying Fp-operations to compute Fp2-operations. For simplicity,
our cost metric will take M = S and ignore a, as additions have only a very minor impact on
performance. Note that it is relatively straightforward to convert this cost into a more fine-grained
metric (e.g., bit operations, cycle counts, etc.).

Results. We ran KuHash in SageMath version 10.1 using Python 3.11.1 and record the cost, as
per the cost metric above, averaging over 100 random inputs for each prime size. We present the
results in Table 9.1. Taking the Fp2 -operation count from [130, §3.2] and using our cost metric,
the cost of computing the coefficients of Decru and Kunzweiler’s (3, 3)-isogeny is 6702 (assuming 1
Fp2-multiplication is equivalent to 3 Fp-multiplications). We use this to obtain a lower bound on
the cost of the Decru–Kunzweiler hash function. Though this is a lower bound, we see in Table 9.1
that the cost already exceeds the total cost of KuHash.

The codebase for the other (3, 3)-isogeny CGL hash variant by Castryck and Decru [70] uses
Gröbner basis calculations at each step of the (3, 3)-isogeny chain, which is not realistic to convert
to a fixed number of Fp-operations. Therefore, for fair comparison, we ran all three hash functions
in MAGMA V2.25-6 on Intel(R) Core™ i7-1065G7 CPU @ 1.30GHx × 8 with 15.4 GiB memory, and
record the time taken to run the hash functions for the different λ in Table 9.1. We again average
over 100 random inputs for each prime size.
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λ Message Length Cost Time (s) Time per input bit (ms)

KuHash

128 225 log(3) 177956 0.18 0.50

192 345 log(3) 286636 0.29 0.53

256 462 log(3) 396942 0.53 0.72

[130]

128 240 log(3) > 536160 5.99 15.75

171 315 log(3) > 703710 10.16 20.35

256 477 log(3) > 1065618 18.29 24.19

[70]

128 357 - 1.51 4.23

171 547 - 2.82 5.16

256 732 - 4.81 6.57

Table 9.1: Comparison of cost using cost metric and time taken to run KuHash and hash functions in [70]
and [130]. All results are averaged over 100 runs with random inputs. We remark that the cost of KuHash
is the same for all runs because it is uniform.

Comparing the time taken per input bit for λ = 128 and 256, we observe a speed-up of around 8

– 9x compared to the Castryck–Decru hash function, and around 32 – 34x compared to the Decru–
Kunzweiler hash function. For a precise comparison between implementations, however, exact
Fp-operation counts of the Castryck–Decru and Decru–Kunzweiler hash functions are required.
We note that an advantage of the algorithms developed with our approach is that we do not rely
on in-built functionality and all our algorithms are uniform. Therefore, we are able to give precise
Fp-operation counts for KuHash.

Remark 9.5.3. Since the work in this chapter was finalised, Kunzweiler, Maino, Moriya, Petit,
Pope, Robert, Stopar, and Ti [208] give explicit descriptions for radical 2-isogenies in dimensions
one, two, and three using theta coordinates. As an application, these formulæ are used to construct
different versions of the CGL hash function [76], with an accompanying Rust implementation. In
light of this new research, it would be interesting to understand how KuHash compares to the
various hash functions presented in [208].
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Part IV
Accelerating SQIsign
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Overview

In recent years, another type of post-quantum cryptography based on lattices has developed practi-
cal digital signature schemes that will be standardized by NIST [140, 161]. Lattice-based signatures
provide fast signing and verification, but have larger key and signature sizes than were previously
acceptable in pre-quantum signatures. For applications where the communication cost must re-
main as low as possible, lattice-based schemes may not be a viable option. Due to this, NIST is
looking to standardise other signature schemes with desirable properties such as smaller combined
public key and signature sizes for a smooth transition to a post-quantum world [310].

In the final part of this thesis, we focus on a potential solution to this: SQIsign [125]. SQIsign
is the only isogeny-based candidate submitted to NIST’s new call for signatures, and boasts the
smallest combined size of the signature and the public key, comparable to those in pre-quantum
elliptic curve signatures [193, 195]. Its main disadvantage, however, is its relative inefficiency
compared to lattice-based schemes. We focus on accelerating the signing and verification routines
in SQIsign. In Chapter 10, we present a novel method for finding SQIsign-friendly parameters,
suited for obtaining faster signing without a large degradation in verification time. In this chapter,
we assume that elliptic curve operations take place over Fp2 . By adapting the signing procedure
to allow for arithmetic over an extension field of Fp2 , in Chapter 11 we present a new variant of
SQIsign called AprèsSQI, which aims to maximise the performance of verification. Throughout this
part of the thesis, we focus on instantiations of SQIsign that provide NIST Level I, III and IV
security, as defined in Table 1 in the introduction.
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Chapter 10

Cryptographic Smooth Neighbours

SQIsign parameters must satisfy many requirements in order for it to be secure and practical.
In this chapter, we present and optimise a new method for finding SQIsign-friendly primes. The
primes p we present are such that p2 − 1 is smooth, however only divisible by moderately sized
powers of 2 and 3. As such, they are more suited towards fast signing, where the smoothness
bound has the largest impact. This chapter is based on the paper

Cryptographic Smooth Neighbors

published at ASIACRYPT 2023 [60], which is joint work with Giacomo Bruno, Craig Costello,
Jonathan Komada Eriksen, Michael Meyer, Michael Naehrig, and Bruno Sterner. Apart from
minor editorial edits and merging the appendix into the main body, the chapter presents the paper
as published.

In light of recent work. We briefly remark on the contributions of this work in light of other
work that has been made public since its publication. New high-dimensional variants of SQIsign,
namely SQIsignHD [116] and SQIsign2D [17, 142, 247], have removed the restrictions on the primes
needed to instantiate the signature scheme. Indeed, they use primes of the form p = 2ef − 1,
where e, f ∈ N. However, even with these new higher-dimensional techniques available, the recent
public key encryption (PKE) scheme constructed with the POKE framework [16] requires very
special primes. More specifically, it requires primes p ≈ 22λ such that 2eT | p2 − 1 for e ∈ N,
T is some smooth odd integer, and p − 1 has a prime divisor x ≈ 2λ/2. Recent joint work with
Eriksen, Meyer, and Rodríguez-Henríquez [277] shows that similar prime-finding techniques can
find POKE-friendly primes. This highlights that these new variants do not make finding special
primes obsolete. Indeed, they were first explored in the context of B-SIDH, before being applied
to SQIsign. Further to this, the picture in isogeny-based cryptography changes quickly with new
developments. As such, we may see improvements that lead us back to one-dimensional variants,
or even two-dimensional variants that require similar prime shapes.

Introduction

In recent years the tantalising problem of finding two large, consecutive, smooth integers has
emerged in the context of instantiating efficient isogeny-based public key cryptosystems. Though
the problem was initially motivated in the context of key exchange [99], a wave of polynomial time
attacks [67, 227, 271] has broken the isogeny-based key exchange scheme SIDH [123], leaving post-
quantum signatures as the most compelling cryptographic application of isogenies at present. In
terms of practical potential, the leading isogeny-based signature scheme is SQIsign [125]; it boasts
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the smallest public keys and signatures of all post-quantum signature schemes, at the price of a
signing algorithm that is orders of magnitude slower than its post-quantum counterparts. Finding
secure parameters for SQIsign is related to the twin smooth problem mentioned above. Indeed,
SQIsign is instantiated over large primes p such that p2 − 1 is divisible by a large, B-smooth
factor. If, for example, we find B-smooth twins r and r + 1 whose sum is a prime p = 2r + 1,
then p2 − 1 is immediately B-smooth. A large contributing factor to the overall efficiency of the
protocol is the smoothness bound, B, of the rational torsion used in isogeny computations. This
bound corresponds to the degree of the largest prime-degree isogeny computed in the protocol, for
which the fastest algorithm runs in Õ(

√
B) field operations [27]. Part of the reason for SQIsign’s

performance drawback is that the problem of finding parameters with small B is difficult: the
fastest implementation to date targets security comparable to NIST Level I [309, §4.A] and has
B = 3923 [126]. Additionally, methods for finding efficient SQIsign parameters have to date not
been able to obtain suitable primes reaching NIST Level III and V security.

The CHM algorithm. In this work we introduce new ways of finding large twin smooth instances
based on the Conrey–Holmstrom–McLaughlin (CHM) “Smooth neighbors” algorithm [86]. For a
fixed smoothness bound B, the CHM algorithm starts with the set of integers S = {1, 2, . . . , B−1}
representing the smooth neighbours (1, 2), (2, 3), . . . , (B − 1, B), and recursively grows this set by
constructing new twin smooth integers from unordered pairs in S × S until a full pass over all
such pairs finds no new twins, at which point the algorithm terminates. Although the CHM
algorithm is not guaranteed to find the set of all B-smooth twins, for moderate values of B it
converges with the set S containing almost all such twins. The crucial advantage is that, unlike
the algorithm of Lehmer [214] that exhaustively solves 2π(B) Pell equations to guarantee the full set
of B-smooth twins, the CHM algorithm terminates much more rapidly. For example, in 2011 Luca
and Najman [225] used Lehmer’s approach with B = 100 to compute the full set of 13,374 twin
smooths in 15 days (on a quad-core 2.66 GHz processor) by solving 2π(B) = 225 Pell equations, the
solutions of which can have as many as 1010

6

decimal digits. The largest pair of 100-smooth twins
they found were the 58-bit integers

166055401586083680 = 25 · 33 · 5 · 113 · 23 · 43 · 59 · 67 · 83 · 89, and

166055401586083681 = 72 · 1710 · 412.

In 2012, Conrey, Holmstrom and McLaughlin ran their algorithm on a similar machine to find
13,333 (i.e. all but 41) of these twins in 20 minutes [86]. Subsequently, they set B = 200 and found
a list of 346,192 twin smooths in about 2 weeks, the largest of which were the 79-bit integers

589864439608716991201560 = 23 · 33 · 5 · 72 · 112 · 17 · 31 · 592 · 83 · 1392

· 173 · 181, and

589864439608716991201561 = 132 · 1132 · 1272 · 1372 · 1512 · 1992.

Exhausting the full set of 200-smooth twins would have required solving 2π(200) = 246 Pell equa-
tions, which is pushing the limit of what is currently computationally feasible. The largest run of
Lehmer’s algorithm reported in the literature used B = 113 [99, §5.3], which required solving 230
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Pell equations and a significant parallelised computation that ran over several weeks. The largest
set of 113-smooth twins found during that computation were the 75-bit integers

19316158377073923834000 = 24 · 36 · 53 · 7 · 232 · 29 · 47 · 59 · 61 · 73 · 97 · 103,

19316158377073923834001 = 132 · 312 · 372 · 434 · 714.

Remark 10.0.1. The above examples illustrate some important phenomena that are worth point-
ing out before we move forward. Observe that, in the first and third examples, the largest prime
not exceeding B is not found in the factors of the largest twins. The largest 89-smooth twins are
the same as the largest 97-smooth twins, and the largest 103-smooth twins are the same as the
largest 113-smooth twins. In other words, increasing B to include more primes necessarily increases
the size of the set of B-smooth twins, but it does not mean we will find any new, larger twins.
This trend highlights part of the difficulty we face in trying to find optimally smooth parameters
of cryptographic size: increasing the smoothness bound B makes the size of the set of twins grow
rapidly, but the growth of the largest twins we find is typically painstakingly slow. The set of
100-smooth twins has cardinality 13,374, with the largest pair being 58 bits; increasing B to 200
gives a set of cardinality (at least) 345,192, but the largest pair has only grown to be 79 bits. In
fact, most of this jump in the bitlength of the largest twins occurs when increasing B = 97 (58
bits) to include two more primes with B = 103 (76 bits). Including the 19 additional primes up to
199 only increases the bitlength of largest twins with B = 199 by 3 (79 bits), and this is indicative
of what we observe when B is increased even further.

Contributions

We give an optimised implementation of CHM that allows us to run the algorithm for much larger
values of B in order to find larger sized twins. For example, the original CHM paper reported
that the full algorithm with B = 200 terminated in approximately 2 weeks; our implementation
did the same computation in around 943 seconds on a laptop. Increasing the smoothness bound
to B = 547, our implementation converged with a set of 82,026,426 pairs of B-smooth twins, the
largest of which are the 122-bit pair (r, r + 1) with

(10.1)

r = 54 · 7 · 132 · 172 · 19 · 29 · 41 · 109 · 163 · 173 · 239 · 2412 · 271 · 283

· 499 · 509, and

r + 1 = 28 · 32 · 312 · 432 · 472 · 832 · 1032 · 3112 · 4792 · 5232.

Although it remains infeasible to increase B to the point where the twins found through CHM
are large enough to be used out-of-the-box in isogeny-based schemes (i.e. close to 2256), we are
able to combine the larger twins found through CHM with techniques from the literature in order
to find much smoother sets of SQIsign parameters. In this case we are aided by the requirements
for SQIsign, which permit us to relax the size of the smooth factor that divides p2−1. The current
state-of-the-art instantiation [126] uses primes p such that

ℓf · T | (p2 − 1),
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where ℓ is a small prime (typically ℓ = 2), where f is as large as possible, and where T ≈ p5/4 is
both coprime to ℓ and B-smooth. For example, the original SQIsign implementation [125] used a
256-bit prime p such that

p2 − 1 = 234 · T1879 ·R,

where T1879 is an odd 334-bit integer1 whose largest prime factor is B = 1879, and R is the
rough factor; a 144-bit integer containing no prime factors less than or equal to B. As another
example, De Feo, Leroux, Longa, and Wesolowski [126, §5] instead use a 254-bit prime p with

p2 − 1 = 266 · T3923 ·R,

where T3923 is an odd 334-bit integer whose largest prime factor is B = 3923, and where all of R’s
prime factors again exceed B.

During the search mentioned above that found the record 547-smooth twins in Equation (10.1),
over 82 million other pairs of smaller sized twins were found. One such pair was the 63-bit twins
(r − 1, r) with r = 8077251317941145600. Taking p = 2r4 − 1 gives a 253-bit prime p such that

p2 − 1 = 249 · T479 ·R,

where T479 is an odd 328-bit integer that is 479-smooth. This represents a significant improvement
in smoothness over the T values obtained in [125] and [126]. Although the smoothness of T is not
the only factor governing the efficiency of the scheme, our analysis in Section 10.5 suggests that
the parameters found in this paper are interesting alternatives to those currently found in SQIsign
implementations, giving instantiations with a significantly lower expected signing cost, but with a
modest increase in verification cost.

Just as we transformed a pair of 85-bit twins into a 255-bit prime by taking p = 2r3 − 1,
we combine the use of twins found with CHM and primes of the form p = 2rn − 1 with n ≥ 3

to obtain several SQIsign-friendly primes that target higher security levels. For example, with
some 64-bit twins (r, r + 1) found through CHM, we give a 382-bit prime p = 2r6 − 1 such that
p2−1 = 280 ·T10243 ·R, where T is an odd 495-bit integer that is 10243-smooth; this prime would be
suitable for SQIsign signatures geared towards NIST Level III security. As another example, with
some 85-bit twins (r, r+1), we give a 508-bit prime p = 2r6− 1 such that p2− 1 = 286 ·T150151 ·R,
where T is a 639-bit integer that is 150151-smooth; this prime would be suitable for SQIsign
signatures targeting NIST Level V security.

Remark 10.0.2. A recent paper by Eriksen, Panny, Sotáková, and Veroni [150] showed that com-
puting the constructive Deuring correspondence, needed to construct SQIsign signatures, is feasible
without choosing a specific characteristic p beforehand. However, the paper further confirms (com-
paring [150, Figure 3] with [150, Table 2]) that the efficiency of this computation depends heavily
on the factorisation of p2 − 1 (or more generally pk − 1 for small k). In a setting that allows us to
freely choose a fixed characteristic p, for instance in the SQIsign setting, it is clear that one should
choose p carefully for optimal performance.

1The initial SQIsign requirements [125] had T ≈ p3/2, but T1879 corresponds to the new requirements.
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Remark 10.0.3. Another recent work introduces SQIsignHD [116], a variant of SQIsign in higher
dimensions. Although the signature generation could be significantly faster in SQIsignHD, the
verification algorithm requires computing 4-dimensional isogenies. Since the research of imple-
menting practical 4-dimensional isogenies has mainly only begun since the SIDH attacks, there is
no implementation of SQIsignHD verification yet.2 While breakthroughs in this area of research
could change the picture of the field, it remains unclear whether the verification algorithm can be
implemented efficiently enough to consider SQIsignHD for practical applications, or to reach similar
performance as SQIsign verification.

Availability of software

Our implementation of the CHM algorithm is written in C/C++ and is found at

https://github.com/GiacomoBruno/TwinsmoothSearcher.

Outline

Section 10.1 reviews prior methods for generating large instances of twin smooths. In Section 10.2,
we recall the CHM algorithm and give a generalisation of it that may be of independent interest.
Section 10.3 details our implementation of the CHM algorithm and presents a number of opti-
misations that allowed us to run it for much larger values of B. In Section 10.4, we discuss the
combination of CHM with primes of the form p = 2xn − 1 to give estimates on the probabilities
of finding SQIsign parameters at various security levels. Section 10.5 presents our results, giv-
ing record-sized twin smooth instances and dozens of SQIsign-friendly primes that target NIST’s
security levels I, III, and V.

10.1 Preliminaries and prior methods

We start by fixing some definitions and terminology.

Definition 10.1.1. A positive integer n is called B-smooth for some real number B > 0 if all
prime divisors of n are at most B. An integer n generates a B-smooth value of a polynomial f(X)

if f(n) is B-smooth. In this case we call n a B-smooth value of f(X). We call two consecutive
integers B-smooth twins if their product is B-smooth. An integer n is called B-rough if all of its
prime factors exceed B.

We now review prior methods of searching for twin smooth integers by following the descriptions
of the three algorithms reviewed in [105, §2] and including the method introduced in [105] itself.

Solving Pell equations. Fix B, let {2, 3, . . . , q} be the set of primes up to B with cardinality
π(B),3 and consider the B-smooth twins (r, r + 1). Let x = 2r + 1, so that x − 1 and x + 1 are

2Since the publication of this work, Dartois [115] has implemented four-dimensional (2, 2, 2, 2)-isogenies in the
theta model in Python/SageMath. We see that computing a chain of (2, 2, 2, 2)-isogenies is 16 − 18x slower than
computing a chain of 2-isogenies of the same length [115, Table 2 and 3].

3In a slight clash of notation with previous chapters, here π denotes the prime-counting function: π(x) counts
the number of prime numbers less than or equal to x ∈ N.
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also B-smooth, and let D be the squarefree part of their product (x− 1)(x+1), i.e. x2− 1 = Dy2

for some y ∈ Z. It follows that Dy2 is B-smooth, which means that

D = 2α2 · 3α3 · · · · · qαq

with αi ∈ {0, 1} for i = 2, 3, . . . , q. For each of the 2π(B) squarefree possibilities forD, Størmer [300]
reverses the above argument and proposes to solve the 2π(B) Pell equations

x2 −Dy2 = 1,

finding all of the solutions for which y is B-smooth, and in doing so finding the complete set of
B-smooth twins.

The largest pair of 2-smooth integers is (1, 2), the largest pair of 3-smooth integers is (8, 9),
and the largest pair of 5-smooth integers is (80, 81). Unfortunately, solving 2π(B) Pell equations
becomes infeasible before the size of the twins we find is large enough (i.e. exceeds 2200) for our
purposes. As we saw in the introduction, Costello [99] reports that with B = 113 the largest twins
(r, r + 1) found upon solving all 230 Pell equations have r = 19316158377073923834000 ≈ 275.

The extended Euclidean algorithm. The most naïve way of searching for twin smooth integers
is to compute B-smooth numbers r until either r − 1 or r + 1 also turns out to be B-smooth. A
much better method [99, 125] is to instead choose two coprime B-smooth numbers α and β that
are both of size roughly the square root of the target size of r and r + 1. On input of α and β,
Euclid’s extended GCD algorithm outputs two integers (s, t) such that αs+βt = 1 with |s| < |β/2|
and |t| < |α/2|. We can then take {m,m+ 1} = {|αs|, |βt|}, and the probability of m and m+ 1

being B-smooth is now the probability that s · t is B-smooth. The reason this performs much
better than the naïve method above is that s · t with s ≈ t is much more likely to be B-smooth
than a random integer of similar size.

Searching with r = xn− 1. A number of works [99, 125, 126] have found performant parameters
by searching for twins of the form (r, r+1) = (xn−1, xn), for relatively small n ∈ Z. For example,
suppose we are searching for b-bit twins (r, r+1), and we take n = 4 so that r = (x2+1)(x−1)(x+1).
Instead of searching for two b-bit numbers that are smooth, we are now searching for three smooth
(b/4)-bit numbers (i.e. x− 1, x, and x+1) and one smooth (b/2)-bit number, which increases the
probability of success (see [105]).

Searching with PTE solutions. The approach taken by Costello, Meyer, and Naehrig [105] can
be viewed as an extension of the method above, where the important difference is that for n > 2

the polynomial xn − 1 does not split in Z[x], and the presence of higher degree terms (like the
irreducible quadratic x2 +1 above) significantly hampers the probability that values of xn− 1 ∈ Z
are smooth. Instead, the algorithm in [105] takes (r, r+1) = (f(x), g(x)), where f(x) and g(x) are
both of degree n and are composed entirely of linear factors. This boosts the success probability
again, but one of the difficulties facing this method is that polynomials f(x) and g(x) that differ
by a constant and are completely split are difficult to construct for n ≥ 4. Fortunately, instances
of these polynomials existed in the literature since they can be trivially constructed using solutions
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to the Prouhet-Tarry-Escott (PTE) problem (see [105]).

10.2 The CHM algorithm

We first recall the Conrey, Holmstrom, and McLaughlin (CHM) algorithm [86], a remarkably simple
algorithm that generates twin smooth integers (or smooth neighbours as they are called in [86]),
i.e., smooth values of the polynomial X(X+1). We then present a generalisation of this algorithm,
which generates smooth values of any monic quadratic polynomial. The algorithm generalises the
CHM algorithm, as well as another algorithm in the literature by Conrey and Holmstrom [87],
which generates smooth values of the polynomial X2 + 1. In the end, we are primarily interested
in the CHM algorithm, but present the generalised algorithm here, as it may be of independent
interest.

10.2.1 Finding Smooth Twins with the CHM Algorithm

Conrey, Holmstrom, and McLaughlin [86] present the following algorithm for producing many
B-smooth values of X(X + 1). It starts with the initial set

S(0) = {1, 2, . . . , B − 1}

of all integers less than B, representing the B-smooth twins (1, 2), (2, 3), . . . , (B − 1, B). Next, it
iteratively passes through all pairs of distinct r, s ∈ S(0), r < s and computes

t

t′
=

r

r + 1
· s+ 1

s
,

writing t
t′ in lowest terms. If t′ = t + 1, then clearly t also represents a twin smooth pair. The

next set S(1) is formed as the union of S(0) and the set of all solutions t such that t′ = t+ 1. Now
the algorithm iterates through all pairs of distinct r, s ∈ S(1) to form S(2) and so on. We call the
process of obtaining S(d) from S(d−1) the d-th CHM iteration. Once S(d) = S(d−1), the algorithm
terminates.

Example 10.2.1. We illustrate the algorithm for B = 5, i.e. with the goal to generate 5-smooth
twin integers. The starting set is

S(0) = {1, 2, 3, 4}.

Going through all pairs (r, s) ∈ S(0) with r < s, we see that the only ones that yield a new twin
smooth pair (t, t + 1) via Equation (10.2) with t not already in S(0) are (2, 3), (2, 4) and (3, 4),
namely,

2

2 + 1
· 3 + 1

3
=

8

9
,

2

2 + 1
· 4 + 1

4
=

5

6
, and

3

3 + 1
· 4 + 1

4
=

15

16
.

Hence, we add 5, 8 and 15 to get the next set as

S(1) = {1, 2, 3, 4, 5, 8, 15}.
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The second and third CHM iterations give

S(2) = {1, 2, 3, 4, 5, 8, 9, 15, 24} and S(3) = {1, 2, 3, 4, 5, 8, 9, 15, 24, 80}.

The fourth iteration does not produce any new numbers, i.e. we have S(4) = S(3), the algorithm
terminates here and returns S(3). This is indeed the full set of twin 5-smooth integers as shown
in [300], see also [214, Table 1A].

Remark 10.2.2. The CHM check that determines whether a pair (r, s) yields an integer solution
t to the equation

(10.2)
t

t+ 1
=

r

r + 1
· s+ 1

s

can be rephrased by solving this equation for t, which yields

(10.3) t =
r(s+ 1)

s− r
.

This shows that in order for (r, s) to yield a new pair, s− r must divide r(s+1) and in particular,
must be B-smooth as well.

10.2.2 Generalising the CHM Algorithm

We now present a generalisation of the CHM algorithm, which finds smooth values of any monic
quadratic polynomial f(X) = X2 + aX + b ∈ Z[X] ⊆ Q[X]. The algorithm works with elements
in the Q-algebra R = Q[X]/⟨f(X)⟩. Let X denote the residue class of X in R. The generalisation
closely follows the idea of the CHM algorithm and is based on the observation that for any r ∈ Q,
we have that

NR/Q(r −X) = f(r),

where NR/Q(α) denotes the algebraic norm of α ∈ R over Q. The algorithm now starts with an
initial set

S(0) = {r1 −X, . . . , rd −X},

where ri are smooth integer values of f(X), which means that the element ri − X has smooth
non-zero norm. Next, in the d-th iteration of the algorithm, given any two α, β ∈ S(d−1), compute

α · β−1 ·NR/Q(β) = r − sX

for integers r, s (notice that β is invertible, since it has non-zero norm). Now, if s divides r, we
obtain an integer t = r

s . It follows that

f(t) = NR/Q

(r
s
−X

)
= NR/Q(r − sX)s−2

= NR/Q(α · β−1 ·NR/Q(β))s−2

= NR/Q(α)NR/Q(β)s
−2.
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Since both NR/Q(α) and NR/Q(β) are B-smooth and s is an integer, it follows that t is a B-smooth
value of f(X). The set S(d) is then formed as the union of S(d−1) and the set of all such integral
solutions. Finally, we terminate when S(d) = S(d−1).

10.2.3 Equivalence with Previous Algorithms

We now show that the CHM algorithm, as well as another algorithm by Conrey and Holmstrom
[87], are special cases of the generalised algorithm, for the polynomials f(x) = X2 + X, and
f(X) = X2 + 1 respectively.

Smooth values of X2+X. To see that the CHM algorithm (see Section 10.2.1) is indeed a special
case of the generalised algorithm above, we show how it works for f(X) = X(X + 1) = X2 +X.
Consider the algebra R = Q[X]/⟨X2 +X⟩. This embeds into the matrix algebra M2×2(Q) via

ψ : r + sX →

(
r 0

s r − s

)
.

Instead of working with elements in R, we will work with elements in ψ(R) ⊆M2×2(Q) since this
simplifies the argument. In this case, for α ∈ R, we have

NR/Q(α) = det(ψ(α)).

The set corresponding to the initial set in the CHM algorithm is

S(0) = {
(

1 0
−1 2

)
,
(

2 0
−1 3

)
, . . . ,

(
B−1 0
−1 B

)
}.

All these elements clearly have B-smooth norm. The d-th CHM iteration proceeds as follows: For
all
(
r 0
−1 r+1

)
,
(
s 0
−1 s+1

)
in S(d−1), we try

(
r 0

−1 r + 1

)(
s 0

−1 s+ 1

)−1

s(s+ 1) =

(
r 0

−1 r + 1

)((
s+ 1 0

1 s

)
1

s(s+ 1)

)
s(s+ 1)

=

(
r(s+ 1) 0

−(s− r) (r + 1)s

)
.

Finally, we transform this matrix into the right form, i.e. into a matrix corresponding to an element
of the form τ = t−X, which means that ψ(τ) has a −1 in the lower left corner. So, we divide by
s− r and end up with the matrix(

r(s+1)
s−r 0

−1 (r+1)s
s−r

)
=

(
r(s+1)
s−r 0

−1 r(s+1)
s−r + 1

)
.

Now if r(s+1)
s−r is an integer, we add this matrix to the next set S(d+1).

As we have seen in Remark 10.2.2, this integer indeed corresponds to the solution given in
Equation (10.3) of Equation (10.2) and therefore, the generalised algorithm in the case f(X) =

X2 +X is equivalent to the original CHM algorithm.

205



Smooth values of X2 +1. Conrey and Holmstrom later presented a method to generate smooth
values of X2 + 1 [87]. Similar to the CHM algorithm, it starts with an initial set S(0) of positive
smooth values of X2 + 1. Again, for d > 0 and given r, s ∈ S(d−1), r < s, they compute

rs− 1

s+ r
.

The next set S(d) is then again formed as the union of S(d−1) and the set of all such values that
are integers.

It is equally straightforward to verify that this algorithm is also a special case of the generalised
CHM algorithm described above in Section 10.2.2. We could again work with matrices in M2×2(Q),
but here, we are actually working in K = Q[X]/⟨X2 +1⟩, which is isomorphic to the number field
Q(i), where i2 = −1. The product of the elements α = r − i and β = s− i is given as

αβ = (r − i)(s− i) = (rs− 1)− (r + s)i.

Conrey and Holmstrom’s method then simply tries all such products αβ. However, a possibly
better choice could be to use

αβ−1NK/Q(β) = αβ = (r − i)(s+ i) = (rs+ 1)− (s− r)i

as described in our generalisation. This is due to the fact that the new denominator, s − r, is
smaller and hence

rs+ 1

s− r
is more likely to be an integer (assuming that the numerator follows a random, uniform distribu-
tion). As a result, we can expect the algorithm to converge faster. Another alternative is to include
both positive and negative values in the initial set S(0). Observe that in this case, it does not matter
whether one uses (rs+1)/(s−r) or (rs−1)/(s+r), as (rs+1)/(s−r) = −(s(−r)+1)/(s+(−r))).

Whichever option is chosen, one tries to divide by r+s resp. s−r, and if the result is an element
in Z[i], it is added to the next set S(d) of smooth values of X2+1. Conrey and Holmstrom’s method
is therefore another special case of the generalised algorithm.

Remark 10.2.3. We note that neither the generalised CHM algorithm, nor any of the previous
special cases give any guarantees to what proportion of B-smooth values of f(X) it finds. However,
for the previous special case algorithms, certain conjectural results have been stated, based on
numerical evidence, which suggests that the algorithm returns all but a small fraction of all smooth
values of the respective quadratic polynomials. We make no similar claims for the general case
algorithm.

10.3 Searching for large twin smooth instances: CHM in

practice

Ideally, the CHM algorithm could be run as described in the original paper [86] with a large enough
smoothness bound B to find twin smooths of cryptographic sizes. However, experiments suggest
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that this is not feasible in practice. We report on data obtained from an implementation of the
pure CHM algorithm in Section 10.3.1, present several optimisations in Section 10.3.2 and detail
our optimised implementation in Section 10.3.3.

10.3.1 Running CHM in practice

To collect data and assess the feasibility of finding large enough twin smooths, we implemented
a somewhat optimised version of the pure CHM algorithm. In particular, this implementation is
parallelised, and avoids multiple checks of the same pairs of twin smooths (r, s). Furthermore, we
iterate through smoothness bounds: We start with a small bound B1 and the initial set S(0)

1 =

{1, . . . , B1 − 1}, and use the CHM algorithm to iteratively compute sets S(i)
1 until we reach some

d1 such that S(d1)
1 = S

(d1−1)
1 . In the next iteration, we increase the smoothness bound to B2 > B1

and define the initial set S(0)
2 = S

(d1)
1 ∪ {B1, . . . , B2− 1}. Again we compute CHM iterations until

we find d2 such that S(d2)
2 = S

(d2−1)
2 , where we avoid checking pairs (r, s) that have been processed

in earlier iterations. Ideally, we could repeat this procedure until we reach a smoothness bound
Bi for which the CHM algorithm produces large enough twin smooths for cryptographic purposes.
However, our data suggests that this is infeasible in practice due to both runtime and memory
limitations.

In particular, we ran this approach up to the smoothness bound B = 547, and extrapolating
the results gives us rough estimations of the largest possible pair and number of twin smooths per
smoothness bound.

After the B = 547 iteration, the set of twin smooths contains 82,026,426 pairs, whose bitlength
distribution roughly resembles a normal distribution centered around bitlength 58. The largest pair
has a bitlength of 122 bits. An evaluation of the obtained set is shown in Figure 10.1. Figure 10.1a
shows the distribution of bitsizes in the full set, while Figure 10.1b shows that of the subset of all
199-smooth twins obtained in this run. Figure 10.1c shows the bitsize of the largest q-smooth twin
pairs for each prime q between 3 and 547. And Figure 10.1d and Figure 10.1e show the number of
q-smooth twins for each such q.

Using the data of these experiments, we can attempt to estimate at which smoothness bound
B this approach can be expected to reach twin smooths of cryptographic sizes, and how much
memory is required to run iterations to reach this B. The data visualised in Figure 10.1c indicates
that the bound necessary for the largest twin smooth pair obtained by running CHM with this
bound to reach a bitlength of 256 lies in the thousands, possibly larger than 5,000. Similarly, the
data displayed in Figure 10.1d and Figure 10.1e shows how quickly the number of B-smooth twins
increases with B. Given that the effort for CHM iterations grows quadratically with the set size,
these estimates indicate that it is not feasible to reach cryptographically sized smooth twins with
the original CHM algorithm.

10.3.2 Optimisations

One major issue with running the plain CHM algorithm for increasing smoothness bound is the
sheer size of data that needs to be dealt with. The sets S(di)

i grow very rapidly and the quadratic
complexity of checking all possible pairs (r, s) leads to a large runtime. The natural question that
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(a) Distribution of bitsizes for the full set of 547-
twin smooth pairs.

(b) Distribution of bitsizes for the subset of 199-twin
smooth pairs.

(c) Bitsizes of the largest q-smooth twins for all primes q between 3 and 547.

(d) Number of q-smooth twins for all primes q between
3 and 233.

(e) Number of q-smooth twins for all primes q between
239 and 547.

Figure 10.1: Evaluation of the set of 547-smooth twins obtained by running the original CHM algorithm
with smoothness bound B = 547. The bitsize of a pair (r, r + 1) is ⌊log r⌋ + 1. Data for the number of
q-smooth twins for all primes q up to 547 has been split into two histograms of different scale.
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arises is whether CHM can be restricted to checking only a certain subset of such pairs without
losing any or too many of the new smooth neighbours. Furthermore, if the purpose of running
the CHM algorithm is not to enumerate all twin smooth pairs for a given smoothness bound but
instead, to produce a certain number of pairs of a given size or to obtain some of the largest pairs,
it might even be permissible to omit a fraction of pairs.

To find a sensible way to restrict to a smaller set, we next discuss which pairs (r, s), r < s

result in a given twin smooth pair (t, t+ 1) via

r

r + 1
· s+ 1

s
=

t

t+ 1
.(10.4)

This is discussed in [86, §3], but we elaborate on it in a slightly different way here. Let t > 0, let
u be any divisor of t and v any divisor of t + 1. Let h, x ∈ Z be given by t = uh and t + 1 = vx

(where u, v, h, x > 0). Therefore, v/u = h/x + 1/(ux). If u < v then h > x and if u > v then
h < x. We therefore fix u < v (otherwise switch the roles of u, v and h, x). Since u < v, the pair

(10.5) (r, s) = (t− u

v
(t+ 1),

v

u
t− (t+ 1) =

v

u
r)

satisfies Equation (10.4), and it follows that

(10.6) r = u(h− x), r + 1 = x(v − u), s = v(h− x), s+ 1 = h(v − u).

Therefore, s/r = v/u and (s + 1)/(r + 1) = h/x, u < v, h > x and 0 < r < s. This also means
that s = r + (v − u)(h− x), t = r + ux and that gcd(r(s+ 1), s(r + 1)) = s− r = (v − u)(h− x)
(note that gcd(uh, vx) = gcd(t, t+ 1) = 1).

Conversely, given (r, s) with r > 0 that satisfy Equation (10.4), define u = r/ gcd(r, s) and
v = s/ gcd(r, s), then s > r, u < v and u | t, v | (t + 1). Hence, we have the correspondence
between the set of pairs (r, s) with r < s that yield a new twin pair (t, t+ 1) via Equation (10.4)
and the set of pairs of divisors of t and t+ 1 described in [86, §3] as follows:

{(r, s) | r < s and r(s+ 1)(t+ 1) = s(r + 1)t}

←→ {(u, v) | u < v and u | t, v | (t+ 1)}.(10.7)

However, this correspondence does not identify the pairs (r, s) corresponding to twin smooths, i.e.
given (u, v) there is no guarantee that any of r, r + 1, s, s+ 1 are B-smooth. This is not discussed
in [86, §3]. The next lemma fills this gap by stating an explicit condition on the divisors u, v, h, x.

Lemma 10.3.1. Let t ∈ Z such that t(t + 1) is B-smooth. Let (u, v) be a pair of divisors such
that t = uh, t+ 1 = vx and let (r, s) be defined as in Equation (10.5).

Then r(r + 1)s(s+ 1) is B-smooth if and only if (v − u)(h− x) = s− r is B-smooth.

Proof. As divisors of t and t + 1, u and v as well as h and x are all B-smooth. The statement
follows from the Equation (10.6).

Using similar sized pairs. We next consider the following condition to restrict the visited
pairs (r, s) in CHM as a mechanism to reduce the set size and runtime. Let k > 1 be a constant
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parameter. We then only check pairs (r, s) if they satisfy

(10.8) 0 < r < s < kr.

Assume that (r, s) results in a pair (t, t + 1) through satisfying Equation (10.4). As seen above,
s
r = v

u for u | t, v | (t + 1), so we can use (u, v) to determine which values k are useful. Since
v
u < k, it follows s = v

u t− (t+ 1) < (k − 1)t. If we are only interested in obtaining a new t from a
pair (r, s) such that s < t, we can take k ≤ 2, overall resulting in 1 < k ≤ 2.

This constant k seems to be a good quantity to study as we can relate it to the factors of v−u.
Indeed, v − u = u( vu − 1) = u( sr − 1) and we have s < kr.

Definition 10.3.2. Let (r, r + 1) and (s, s + 1) be twin smooths with r < s and k ∈ R with
1 < k ≤ 2. We call the pair (r, s) k-balanced if r < s < kr.

We want to find a k such that a k-balanced pair (u, v) subject to the above conditions will yield
a balanced r, s such that r, r + 1, s, s+ 1 are B-smooth, or equivalently that v − u and h− x are.

Running the CHM algorithm only with 2-balanced pairs (r, s) then guarantees that any t pro-
duced by Equation (10.4) will be larger than the inputs r and s. Although we sacrifice completeness
of the set of twin B-smooths with this approach, we can significantly reduce the runtime.

We can even push this approach further. Recall that we require gcd(r(s+ 1), (r+ 1)s) = s− r
in order to generate a new pair of twin smooths (t, t + 1). By Lemma 10.3.1, this can only hold
if ∆ := s − r is B-smooth. Hence, only checking pairs (r, s) for which ∆ is likely to be smooth
increases the probability for a successful CHM step. Heuristically, the smaller ∆ is, the better the
chances for ∆ to be smooth. Furthermore, if ∆ contains small and only few prime factors, the
probability for the condition ∆ = gcd(r(s+1), (r+1)s) is relatively high. We can summarise this
in the following heuristic.

Heuristic 10.3.3. Let k1, k2 ∈ R with 1 < k1 < k2 ≤ 2, and (r1, s1) resp. (r2, s2) a k1- resp.
k2-balanced pair of twin smooths. Then the probability for (r1, s1) to generate new twin smooths
via the CHM equation is larger than that for (r2, s2).

To save additional runtime, we can thus pick k closer to 1, and only check the pairs (r, s) that
are most likely to generate new twin smooths. Therefore, we can still expect to find a significant
portion of all twin B-smooths for a given smoothness bound B. We expand on the choice of k and
different ways of implementing this approach in Section 10.3.3.

Thinning out between iterations. Another approach to reduce both runtime and memory
requirement is to thin out the set of twin smooths between iterations. In particular, once we
finished all CHM steps for a certain smoothness bound Bi, we can remove twins from the set S(di)

i

based on their likeliness to produce new twin smooths before moving to the next iteration for Bi+1.
One possible condition for removing twins is to look at their smoothness bounds. Let (r, r+1)

be B1-smooth, (s, s+ 1) be B2-smooth (but not B-smooth for any B < B2), and B1 ≪ B2. Since
(s, s+ 1) contains (multiple) prime factors larger than B1, they cannot be contained in (r, r + 1),
which makes the requirement gcd(r(s+1), (r+1)s) = s− r heuristically less likely to be satisfied.
However, in practice it turns out that the differences between the smoothness bounds we are
concerned with are not large enough for this heuristic to become effective.
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In our experiments, it turned out to be more successful to keep track of how many new twin
smooths each r produces. We can then fix some bound m, and discard twins that produced
less than m twins after a certain number of iterations. Our experiments suggest that using this
approach with carefully chosen parameters yields a noticeable speed-up, but fails completely at
reducing the memory requirements, as we still need to keep track of the twins we already found.
Furthermore, in practice the approach of only using k-balanced twins turned out to be superior,
and hence we focus on this optimisation in the following.

10.3.3 Implementation

We implemented the CHM algorithm with several of the aforementioned optimisations in C++,
exploiting the fact that it parallelises perfectly. Note that some of our approaches require the set
of twin smooths to be sorted with respect to their size. Hence, an ordered data structure is used
for storing the twins set. We used the following techniques and optimisations.

CHM step. For each pair (r, s) considered by the implementation, we have to check if Equa-
tion (10.4) holds. As mentioned in Section 10.3.2, this requires that gcd(r(s+1), (r+1)s) = s− r
is satisfied. However, we can completely avoid the GCD calculation by observing that we require
r · (s+ 1) ≡ 0 mod (s− r) (see Equation (10.3)). Only if this is the case we perform a division to
compute t, which represents the new pair of twin smooths (t, t + 1). Therefore, we only perform
one modular reduction per considered pair (r, s), followed by one division if the CHM step is suc-
cessful. This is significantly cheaper than a naïve implementation of Equation (10.4) or a GCD
computation.

Data structure. Initially the set of twins was organised in a standard C array, that each time
an iteration completed was reallocated to increase its size, and reordered. To avoid the overall
inefficiency of this method we moved to use the C++ standard library std::set. This data structure
is implemented with a Red Black tree, guarantees O(logN) insertion and search, while keeping
the elements always ordered.

We then moved to use B+Trees [34], that have the same guarantees for insertion, search, and
ordering, but are more efficient in the memory usage. Because the elements of a B+Tree are stored
close to each other in memory it becomes much faster to iterate through the set, an operation that
is necessary for creating the pairs used in each computation.

Implemented optimisations. As discussed in Section 10.3.2, we focus on the case of k-balanced
pairs (r, s), which satisfy r < s < kr. Compared to the full CHM algorithm, this leads to a smaller
set of twin smooths, but allows for much faster running times. We implemented the k-balanced
approach in various different flavours.

Global-k. In the simplest version - the global-k approach - we initially pick some k with 1 <

k ≤ 2, and restrict the CHM algorithm to only check k-balanced pairs (r, s). The choice of
k is a subtle matter. Picking k too close to 1 may lead to too many missed twin smooths,
such that we cannot produce any meaningful results. On the other hand, picking k close to
2 may result in a relatively small speed-up, which does not allow for running CHM for large
enough smoothness bounds B. Unfortunately, there seems to be no theoretical handle on the
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optimal choice of k, which means that it has to be determined experimentally. We note that
when picking an aggressive bound factor k ≈ 1, small numbers r in the set of twins S may
not have any suitable s ∈ S they can be checked with. Thus, we pick a different bound, e.g.
k = 2, for numbers below a certain bound, e.g. for r ≤ 220.

Iterative-k. Instead of iterating through smoothness bounds Bi as described in Section 10.3.1
and using the global-k approach, we can switch the roles of B and k if we are interested
in running CHM for a fixed smoothness bound B. We define some initial value k0, a target
value kmax, and a step size kstep > 0. In the first iteration, we run CHM as in the global-k

approach, using k0. The next iteration then increases to k1 = k0 + kstep, and we add the
condition to not check pairs (r, s) if they were already checked in previous iterations. We
repeat this iteration step several times until we reach kmax. Compared to the global-k

approach, this allows us to generate larger B-smooth twins faster, since we restrict to the
pairs (r, s) first that are most likely to generate new twins. However, the additional checks if
previous pairs have been processed in earlier iterations add a significant runtime overhead.
Thus, this method is more suitable for finding well-suited choices of k, while actual CHM
searches benefit from switching to the global-k approach.

Constant-range. In both the global-k and iterative-k approach, the checks if a pair (r, s)

is k-balanced, or has been processed in earlier iterations, consumes a significant part of
the overall runtime. Therefore, we can use constant ranges to completely avoid these checks.
Since we always keep the set of twins S sorted by size, the numbers s closest to r (with s > r)
are its neighbours in S. Thus, we can sacrifice the exactness of the k-balanced approaches
above, and instead fix a range R and for each r check (r, s) with the R successors s of r in S.
As shown below, this method significantly outperforms the global-k approach due to the
elimination of all checks for k-balance. This is true even when R is large enough to check
more pairs than are considered in the global-k approach for a given k.

Variable-range. Similar to the constant-range approach, we can adapt the range R depending
on the size of r. For instance, choosing r at the peak of the size distribution will lead to
many possible choices of s such that (r,s) are balanced. Hence, we can choose a larger range
R whenever more potential pairs exist, while decreasing R otherwise. In practice, the per-
formance of this method ranks between global-k and constant-range by creating roughly
the same pairs that global-k creates without any of the overhead of the balance checks. If
R is chosen large enough such that the constant-range approach ends up generating more
pairs than global-k, then variable-range performs better. Realistically, the size of the
range R increases by (very) roughly 3% for each prime number smaller than the smoothness
bound B, and slows down the algorithm drastically at higher smoothness, similarly to the
k-based approaches.

Remark 10.3.4. Similar to the variable-range approach, we experimented with a variant of
the global-k approach, which adjusts k according to the size of r to find suitable s for the CHM
step. However, the constant-range and variable-range approaches turned out to be superior
in terms of performance, and therefore we discarded this variable-k variant.
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Variant Parameter Runtime Speed-up #twins #twins from largest 100
Full CHM - 4705s 1 2300724 100

k = 2.0 364s 13 2289000 86
global-k k = 1.5 226s 21 2282741 82

k = 1.05 27s 174 2206656 65
R = 10000 82s 57 2273197 93

constant-range R = 5000 35s 134 2247121 87
R = 1000 16s 294 2074530 75

Table 10.1: Performance results for different variants of our CHM implementation for smoothness bound
B = 300. Speedup factors refer to the full CHM variant.

Performance comparison. To compare the implications of the optimisations in practice, we
ran different variants of the CHM implementation for the fixed smoothness bound B = 300. All
experiments ran on a machine configured with 4 x Xeon E7-4870v2 15C 2.3 GHz, 3072 GB of
RAM. The total amount of parallel threads available was 120. As described above, the global-k

and constant-range approach significantly outperform their respective variants, hence we focus
on different configurations of these two methods.

The results are summarised in Table 10.1. For both the global-k and the constant-range

approach we measured the results for conservative and more aggressive instantiations, where smaller
values of k and R are considered more aggressive. It is evident that already for the conservative
instantiations, we gain significant performance speed-up, while still finding almost the full set of
twin smooths, and most of the 100 largest 300-smooth twins. For the more aggressive instantiations,
we miss more twins, yet still find a significant amount of large twins.

As discussed above, the constant-range approach outperforms the global-k approach in
terms of runtime, due to the elimination of all checks for k-balance of twins. Interestingly, while
very aggressive instantiations of constant-range miss more twin smooths, they find a larger
share of the largest 100 twins than their global-k counterpart. Therefore, we conclude that for
larger smoothness bounds B, for which we cannot hope to complete the full CHM algorithm,
constant-range is the most promising approach for obtaining larger twin smooths within feasible
runtimes.

Remark 10.3.5. While all optimisations lose a small proportion of the largest twin smooths,
they are not necessarily lost permanently. In practice, when iterating to larger smoothness bounds
Bi, we often also find some Bj-smooth twins for bounds Bj < Bi. Thus, the size of the set of
300-smooth twins usually increases in the optimised variants when moving to larger B.

Remark 10.3.6. In the following sections, we will require twin smooths of a certain (relatively
small) bitlength. This can easily be incorporated into all implemented variants by removing all
twins above this bound after each iteration. This means that we cut off the algorithm at this size,
and do not attempt to obtain larger twins, which significantly improves the runtime and memory
requirements.
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10.4 Cryptographic primes of the form p = 2rn − 1

This section focuses on finding primes suitable for isogeny-based cryptographic applications. As
discussed in the previous sections, the pure CHM method does not allow us to directly compute
twins of at least 256 bits as required for this aim. However, some cryptographic applications, for
example the isogeny-based signature scheme SQIsign, do not need twins (r, r + 1) that are fully
smooth. Indeed, the current4 incarnation of SQIsign requires a prime p that satisfies 2fT | p2 − 1,
where f is as large as possible, and T ≈ p5/4 is smooth and odd [126]. This flexibility allows us to
move away from solely using CHM and, instead, use CHM results as inputs to known methods for
finding such primes. At a high level, we will find fully smooth twins of a smaller bit-size via CHM
and boost them up using the polynomials pn(x) = 2xn − 1 for carefully chosen n. If r, r + 1 are
fully smooth integers and n is not too large, we can guarantee a large proportion of pn(r)2 − 1 to
be smooth.

Notation. For a variable x, we will denote 2xn − 1 by pn(x), and the evaluated polynomial pn(r)
by p, emphasising that it is an integer.

General method. In this section, we will give a more in-depth description of the approach to
obtaining cryptographic sized primes p, such that p2 − 1 has log(T ′) bits of B-smoothness, where
T ′ = 2fT . We recall that for our SQIsign application, we have log(p) ∈ {256, 384, 512} for NIST
Level I, III and V (respectively), T ≈ p5/4 and f as large as possible. In the current implementation
of SQIsign, we have f ≈ ⌊log

(
p1/4

)
⌋ (i.e., T ′ ≈ p3/2), and so we aim for this when finding primes.

Fix a smoothness bound B and let pn(x) = 2xn − 1. We have pn(x)2 − 1 = 4xn(x− 1)f(x) for
some polynomial f(x) given in Table 10.2.

n pn(x)
2 − 1

2 4x2(x− 1)(x+ 1)

3 4x3(x− 1)(x2 + x+ 1)

4 4x4(x− 1)(x+ 1)(x2 + 1)

5 4x5(x− 1)(x4 + x3 + x2 + x+ 1)

6 4x6(x− 1)(x+ 1)(x2 − x+ 1)(x2 + x+ 1)

Table 10.2: Factorisation of pn(x)2 − 1 for n = 2, 3, 4, 5, 6, where pn(x) = 2xn − 1

We observe that for even n, both x + 1 and x − 1 appear in the factorisation of pn(x)2 − 1.
In this case, for twin smooths (r, r ± 1), evaluating pn(x) at r guarantees that we have a smooth
factor 4rn(r ± 1) in p2 − 1. For n odd, we will only have that x − 1 appears in the factorisation,
and therefore only consider twins (r, r − 1) to guarantee we have B-smooth factor 4rn(r − 1).

The first step is to use our implementation of the CHM algorithm, described in Section 10.2
and Section 10.3, to obtain B-smooth twins (r, r ± 1) of bitsize approximately (log p − 1)/n. We
then obtain primes of suitable sizes by computing p = pn(r) for all candidate r. By construction,
p2− 1 has guaranteed n+1

n (log(p)− 1)+ 2 bits of smoothness. We then require that the remaining

4At the time of writing, [126] was the most promising iteration of SQIsign.
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factors have at least

max

(
0,

3

2
log p−

(
n+ 1

n
(log p− 1) + 2

))
bits of B-smoothness. In Section 10.4.2, we will discuss the probability obtaining this smoothness
from the remaining factors.

10.4.1 Choosing n

For small n, we require CHM to find twin smooths of large bit size. For certain bit sizes, running
full CHM may be computationally out of reach, and therefore we use a variant that may not find all
twins. In this case, however, we have more guaranteed smoothness in p2−1 and so it is more likely
that the remaining factors will have the required smoothness. For large n, we can obtain more
twin smooths from CHM (in some cases, we can even exhaustively search for all twin smooths),
however we have less guaranteed smoothness in p2− 1. Finding values of n that balance these two
will be the focus of this section.

n = 2. Let (r, r±1) be twin smooth integers and let p = 2r2−1. In this case, 2r2(r±1) | T ′, meaning
that log T ′ ≥ 3

2 log p, and we have all the required smoothness. Write T ′ = 2fT = 2r2(r±1) where
T is odd. If f ≈ ⌊ 14 log p⌋, we have T ≈ p5/4, and we do not have to rely on a large power of 2
dividing r ∓ 1. Otherwise, we turn to Section 10.4.2 to estimate the probability of r ∓ 1 having
enough small factors to make up for this difference.

Suppose we target primes with λ bits of classical security, i.e., we need a prime of order p ≈ 22λ.
For n = 2, this corresponds to finding twin smooths of size ≈ 2λ−

1
2 , and so is only suitable for

finding NIST Level I parameters due to the limitations of the CHM method (see Section 10.3).
One could instead use other techniques for finding large enough twins for n = 2, such as the PTE
sieve [105], at the cost of significantly larger smoothness bounds. Alternatively, we can move to
higher n, which comes at the cost of loosing guaranteed smoothness. Another challenge here is
that, given the relatively large size of the twins, it appears difficult to find enough twins to obtain
primes with a large power of two.

n = 3. Let (r, r− 1) be twin smooth integers and let p = 2r3− 1. Here, we can guarantee that the
smooth factor T ′ of p2−1 is at least of size ≈ p4/3. If f < ⌊ 1

12 log p⌋, we have T > p5/4. Otherwise,
we require that there are enough smooth factors in r2 + r + 1 to reach this requirement.

Here, for λ bits of classical security, we need to target twin smooth integers of size ≈ 2
2λ−1

3 .
In this case, the CHM method will (heuristically) allow us to reach both NIST Level I and III
parameters.

n = 4. Let (r, r ± 1) be twin smooth integers and p = 2r4 − 1. Here we can only guarantee a
factor of size ≈ p5/4 of p2 − 1 to be smooth. When accounting for the power of two, we must
hope for other smooth factors. As pn(x) − 1 splits into (relatively) small degree factors, namely
pn(x)− 1 = 2(x− 1)(x+ 1)(x2 + 1), the probability of having enough B-smooth factors is greater
than if there was, for example, a cubic factor.

In contrast to the previous cases, this setting should be suitable for targeting all necessary
security parameters. However, for the NIST Level I setting, the work by De Feo, Leroux, Longa,
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and Wesolowski [126, §5.2] showed that the best one could hope for here while maximising the
power of two gives SQIsign parameters with a smoothness bound of around 1800. While this is a
better smoothness bound than the NIST Level I prime with the best performance for SQIsign, it
does not perform as well in practice. Indeed, most of the odd primes less than 1800 that appear
in p2 − 1 are relatively large, making isogeny computation relatively slow. In the best performing
prime, however, a large power of 3 divides p2 − 1, and most of its other odd prime divisors are
fairly small. We note that the authors of [126] only searched for parameters that maximise the
power of two, and hence there could be some scope to find parameters that have slightly smaller
powers of two.

Other n. For larger n, the amount of guaranteed smoothness decreases, and thus the probability
that the remaining factors have the required smoothness is small. Indeed, we find that only n = 6

has the correct balance of requiring small twin smooths while still having a reasonable probability of
success. This is primarily due to the factorisation of p26(x)−1 = 2(x−1)(x+1)(x2−x+1)(x2+x+1),
having factors of degree at most 2, which improves the probability that we have enough smooth
factors. In contrast, n = 5 results in more guaranteed smoothness than n = 6, but requires the
quartic factor in p25(x)− 1 to provide the necessary smoothness, which is relatively unlikely.

While one could use n = 6 to find NIST Level I parameters, this larger n shines in its ability
to give us both NIST Level III and V parameters.

10.4.2 Probability of sufficient smoothness

We determine the probability of obtaining cryptographic primes with sufficient smoothness using
the methods outlined above. Following Banks and Shparlinski [15], we determine the probability
of p2−1 being sufficiently smooth for some prime p. More precisely, given that the factor r(r±1) |
p2− 1 is already fully smooth, we want to calculate the probability of p2− 1 having log(T ′)-bits of
B-smoothness.

First, we find the probability that the factor r(r±1) | p2−1 is fully smooth, i.e., the probability
of finding fully B-smooth twins (r, r ± 1). To do so, we use the following counting function:

Ψ(X,B) = #{N ≤ X : N is B-smooth}.

For a large range of X and B, it is known that

Ψ(X,B) ∼ ρ(u)X,

where u = (logX)/(logB) and ρ is the Dickman function [55, 134]. The Dickman function is
implemented in most computational algebra packages, including SageMath [311], which allows us
to evaluate Ψ(X,B) for various X and B. In practice, we find B-smooth twins (r, r± 1) using our
implementation of the CHM algorithm as described in Section 10.3.

Next, we calculate the probability of p2 − 1 having log(T ′)-bits of B-smoothness. As p2 − 1

may only be partially smooth, we will use the following counting function

Θ(X,B,D) = #{N ≤ X : D < largest B-smooth divisor of N}.
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The value Θ(X,B,D) will give the number of positive integers N ≤ X for which there exists a
divisor d | N with d > D and such that d is B-smooth. This function has been previously studied
in the literature, for example see [307, 308]. For X,B,D varying over a wide domain, Banks and
Shparlinski [15, Theorem 1] derive the first two terms of the asymptotic expansion of Θ(X,B,D).
By implementing this expansion, we are able to estimate the value of Θ at various X,B,D in the
correct range.

As discussed in the section above, we restrict to n = 2, 3, 4, 6. Recall that pn(x)2 − 1 =

4xn(x − 1)f(x), as given in Table 10.2 for each 2 ≤ n ≤ 6. Write f(x) = f1(x) · · · fk(x), where
each fi is irreducible of degree di = deg(fi) and d = deg(f). To calculate the probabilities, we
assume that the probability of f(x) having at least log(D)-bits of B-smoothness is the product
of the probabilities of each of its factors fi having at least log(Di)-bits of B-smoothness where
log(D) =

∑k
i=1 log(Di). We can view this as an extension of Heuristic 1 in [105]. Note that the

only constraint on how the smoothness is distributed between the factors fi(x) is that the total
bit size of B-smooth factors must equal log(D). We could, for example, sum over all the possible
distributions of smoothness using the inclusion-exclusion principle. However, in distributions where
one of the factors has a very small amount of smoothness, we fall out of the ranges allowed as input
into the function Θ, as determined by [15, Theorem 1]. Therefore, for simplicity, we assume that
smoothness is distributed evenly between the remaining factors (weighted by the degree), i.e.,
log(Di) = (di log(D))/d. In reality, this only gives us a lower bound for the probability, but this
suffices for our purposes. Obtaining a more theoretical and accurate grasp on these probabilities
is left as an avenue for future research.

In Table 10.3, we give an overview of the relevant probabilities for NIST Level I, III, and V
parameters, calculated as described above. We observe that as n gets larger, the probability of
finding B-smooth integers of the appropriate bitsize increases. In contrast, for bigger n we are
guaranteed less smoothness in p2−1. As a result, given B-smooth twins, the probability of finding
a SQIsign prime p decreases as n increases. For each NIST level, we predict that the n that balance
these two contrasting probabilities have a higher chance of finding a p satisfying our requirements.
As discussed in the next section, this trend is reflected in practice.

10.5 Results and comparisons

In this section we give the concrete results that were obtained from our experiments with the CHM
algorithm, and analyse the various twins in relation to SQIsign in accordance with the relevant
bitsizes mentioned in Table 10.3.

10.5.1 Record twin smooth computations

We ran the optimised full CHM algorithm with B = 547 and found a total of 82,026,426 pairs of
B-smooth twins. Among these pairs, we found 2,649 additional 200-smooth twins that were not
found by the original authors of the algorithm [86]. This showcases the validity of Remark 10.2.3
that the algorithm does not guarantee us to find all B-smooth twins. Furthermore, there is no
guarantee that running CHM with B = 547 will produce all 200-smooth twins. As mentioned in
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n log(r)
Probability of B-smooth

(r, r ± 1)

Probability of p2 − 1

log T ′-bits B-smooth given
(r, r ± 1) twin smooth

Extra Smoothness
Needed

NIST-I
B = 29

log p = 256

log T ′ = 384

2 ≈ 127.5 2−58.5 1 0
3 ≈ 85.0 2−32.1 2−8.4 42
4 ≈ 63.8 2−20.5 ≈ 2−12.7 63.3
6 ≈ 42.5 2−10.4 ≈ 2−16.8 84.5

NIST-III
B = 214

log p = 384

log T ′ = 576

2 ≈ 191.5 2−55.7 1 0
3 ≈ 127.7 2−30.5 2−8.2 63.3
4 ≈ 95.8 2−19.4 ≈ 2−12.4 95.3
6 ≈ 63.8 2−9.7 ≈ 2−16.2 127.2

NIST-V
B = 217

log p = 512

log T ′ = 768

2 ≈ 255.5 2−63.7 1 0
3 ≈ 170.3 2−35.2 2−9.6 84.7
4 ≈ 127.8 2−22.6 ≈ 2−14.5 127.3
6 ≈ 85.2 2−11.5 ≈ 2−19.2 169.8

Table 10.3: Assuming that (r, r ± 1) are twin smooth integers and p has log p bits, calculates the
probability of having a B-smooth divisor T ′ | p2 − 1 of size ≈ p3/2. More details in text.

the introduction, the only way to see how far away we are from the exact number of 200-smooth
twins is to solve all 246 Pell equations.

For the application mentioned in the previous section, we only need twins of a certain bitsize.
Within this set of twins, 9,218,648 pairs (r, r + 1) fall in the range 260 < r < 264; 1,064,249 pairs
fall in the range 281 < r < 285; 31,994 pairs fall in the range 292 < r < 296; and, only 1 pair falls
in the range 2120 < r < 2128. This pair in the final interval is the largest pair found in this run,
with r = 4012031241848866526424165796047749375, and factorisations:

r = 54 · 7 · 132 · 172 · 19 · 29 · 41 · 109 · 163 · 173 · 239 · 2412 · 271 · 283

· 499 · 509, and

r + 1 = 28 · 32 · 312 · 432 · 472 · 832 · 1032 · 3112 · 4792 · 5232.

As we will see later, the number of 64-bit and 85-bit twins we found in this run is enough to
find attractive parameters for SQIsign. The 96-bit twins will give us parameters with the required
smoothness, however we do not have enough pairs to hope to find a prime p where p2−1 is divisible
by a large power of two.

Table 10.3 shows that finding many twins of around 128 bits in size is likely to be fruitful
in the search for SQIsign-friendly parameters, so we ran the algorithm for B = 1300 using the
constant-range optimisation with a range R = 5000, in order to specifically target twins (r, r+1)

with r > 2115. In this run we found 1,091 such pairs - the largest of these pairs is the following
145-bit twin (r, r + 1) with r = 36132012096025817587153962195378848686084640, where

218



r = 25 · 5 · 7 · 112 · 13 · 23 · 53 · 71 · 109 · 127 · 131 · 193 · 251 · 283 · 307

· 359 · 367 · 461 · 613 · 653 · 1277, and

r + 1 = 32 · 292 · 312 · 432 · 592 · 612 · 732 · 792 · 892 · 1672 · 4012 · 4192.

Among the 1,091 twins CHM found, 184 pairs fall in the range 2120 < r < 2128, which was sufficient
to find some SQIsign-friendly parameters (though not at all NIST security levels).

In addition, we also ran CHM with B = 211 to obtain a large number of twin smooth integers in
the range 255 < r < 2100 (see Remark 10.3.6 in the setting where we want to find twins in such an
interval). This run was performed using the constant-range optimisation with a range R = 2500,
and produced 608,233,761 pairs of twins lying in this range. Compared with the B = 547 run,
the yield from this run gave ample twins with 292 < r < 296, which was sufficient to find SQIsign
parameters with the desirable large power of two.

All of these searches were done using the machine specified in Section 10.3.3, taking between 1
and 2 days each to run.

10.5.2 Concrete parameters for SQISign

We give a list of SQIsign-friendly primes that target NIST Level I, III, and V, i.e, we find primes
p with 2fT | p2 − 1 and T odd. We need the exponent f to be as large as possible and the
cofactor T ≈ p5/4 to be B-smooth, aiming to keep the ratio

√
B/f as small as possible; this

quantity is a rough cost metric for the performance of the signing algorithm in SQIsign [126, §5.1].
To complement this, the exponent f controls the performance of the verification of SQIsign; the
larger this exponent is, the faster the verification is. We may run into circumstances where the
signing cost metric is minimised, but the power of two is not large enough or vice-versa. We aim to
balance these as much as possible, thus finding parameters that maximise the power of two while
minimising the signing cost metric. We refer to Section 10.5.3 for more details on the practicability
of our parameters.

Though we need T ≈ p5/4, if this cofactor is too close to p5/4, then the underlying heuristics
within the generalised KLPT algorithm might fail and one cannot guarantee a successful signature
in SQIsign [126, §3.2]. Thus, in practice we need T ≈ p5/4+ϵ for some small ϵ (e.g., 0.02 < ϵ < 0.1).

We find parameters for NIST Level I, III and V by searching for 256, 384 and 512-bit primes,
respectively. For those primes targeting the higher security levels, these are the first credible
SQIsign-friendly primes. In what follows, we look at each security level and analyse the most
noteworthy primes found in our searches. From here on out, when stating the factorisations of
p ± 1 for the mentioned primes, the factors in bold are the rough factors which are not needed
for SQIsign, while the other factors are the smooth factors of T . A full collection of our best
SQIsign-friendly primes that were found using the CHM machinery is showcased in Table 10.4.

Remark 10.5.1. We note that in all of the forthcoming searches, the post-processing of the CHM
twins to find the SQIsign-friendly parameters can be made reasonably efficient with straightforward
techniques. In particular, the runtime is negligible in comparison to running the CHM searches
mentioned in Section 10.5.1 and can be done using naïve trial division.
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NIST-I5 parameters. We targeted 256-bit primes using n = 2, 3 and 4. Given that our CHM
runs produced a lot more twins of smaller bit-size compared to the 128-bit level, we expect to find
more primes using n = 3, 4, which was indeed the case. It is worth noting that some primes found
with n = 2 gave rise to p2 − 1 being divisible by a relatively large power of two. However, in these
cases, most of the primes dividing p2−1 are relatively large and would therefore give rise to slower
isogeny computations during the SQIsign protocol [126].

Through the experimentation with the 85-bit twins produced from CHM with B = 547, we
found the following 254-bit prime p = 2r3 − 1 with r = 20461449125500374748856320. All the
specific criteria that we need for a SQIsign parameter set are met, while obtaining an attractively
small signing cost metric

√
B/f . For this prime, we have

p+ 1 = 246 · 53 · 133 · 313 · 733 · 833 · 1033 · 1073 · 1373 · 2393 · 2713 · 5233, and

p− 1 = 2 · 33 · 7 · 112 · 172 · 19 · 101 · 127 · 149 · 157 · 167 · 173 · 199 · 229 · 337

· 457 · 479 · 141067 · 3428098456843 · 4840475945318614791658621.

While the associated cofactor T here exceeds p5/4, it does not exceed it by much. As we men-
tioned earlier, it might therefore be prone to signing failures and hence might not currently
be suitable for SQIsign. The next 255-bit prime worthy of mention, p = 2r3 − 1 with r =

26606682403634464748953600, is very similar to the previous prime, however the cofactor T exceeds
p5/4 by a larger margin, so would be less prone to these failures. In this case we have

p+ 1 = 240 · 56 · 113 · 473 · 676 · 1013 · 1133 · 1373 · 2773 · 3073 · 4213, and

p− 1 = 2 · 32 · 193 · 37 · 59 · 61 · 97 · 1812 · 197 · 223 · 271 · 281 · 311 · 397 · 547

· 1015234718965008560203 · 3143438922304814418457.

We additionally ran experiments with the 64-bit twins produced from CHM with B = 547 and
found a 253-bit prime p = 2r4 − 1 with r = 8077251317941145600, where we have

p+ 1 = 249 · 58 · 134 · 414 · 714 · 1134 · 1814 · 2234 · 4574, and

p− 1 = 2 · 32 · 75 · 17 · 31 · 53 · 61 · 73 · 83 · 127 · 149 · 233 · 293 · 313 · 347 · 397

· 467 · 479 · 991 · 1667 · 19813 · 211229 · 107155419089

· 295288804621.

Among all the primes that we found for NIST-I security, this appears to be the best. It has
both a larger power of two compared to the primes mentioned above found with n = 3 and a
smaller smoothness bound, thus making the signing cost metric attractively small. Additionally,
the cofactor T is large enough to be practical for SQIsign without any failures. We note once again
that this prime would have been out of scope for the authors of [126] to find since they constrained
their search to only find primes for which the power of two is larger than the one found here.

NIST-III parameters. We targeted 384-bit primes using n = 3, 4 and 6. The challenge in all
three of these scenarios is finding enough twins whose product is divisible by a large power of two.

5NIST Level I, III, and V parameters are also referred to as NIST-I, NIST-III, NIST-IV parameters.
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With the limited yield of 128-bit twins, finding such primes is not straightforward; the example with
n = 3 in Table 10.4 is the only such instance that we managed to find. The picture is somewhat
similar with the 96-bit twins: while we have more of them, the success probabilities in Table 10.3
suggest that we need a lot more twins with a large power of two in order to produce any SQIsign-
friendly instances. One exceptional prime that was found in this search was the following 375-bit
prime, p = 2r4 − 1 with r = 12326212283367463507272925184. Here, we have

p+ 1 = 277 · 114 · 294 · 594 · 674 · 1494 · 3314 · 4434 · 5934 · 10914 · 13194, and

p− 1 = 2 · 3 · 5 · 13 · 17 · 31 · 37 · 53 · 83 · 109 · 131 · 241 · 269 · 277 · 283 · 353 · 419

· 499 · 661 · 877 · 1877 · 3709 · 9613 · 44017 · 55967 · 522673 · 3881351

· 4772069 · 13468517 · 689025829 · 30011417945673766253.

Of the NIST Level III primes listed in Table 10.4, the prime that shows the most promise is
the 382-bit prime p = 2r6 − 1 with r = 11896643388662145024. Not only is the power of two
particularly large, but also the smoothness bound of the cofactor T is quite small, reflected in its
small signing cost metric (when compared to other p where p2 − 1 is divisible by a large power of
2). We have the factorisations

p+ 1 = 279 · 36 · 2312 · 1076 · 1276 · 3076 · 4016 · 5476, and

p− 1 = 2 · 52 · 7 · 11 · 17 · 19 · 47 · 71 · 79 · 109 · 149 · 229 · 269 · 283 · 349 · 449

· 463 · 1019 · 1033 · 1657 · 2179 · 2293 · 4099 · 5119 · 10243 · 381343

· 19115518067 · 740881808972441233 · 83232143791482135163921.

NIST-V parameters. We targeted 512-bit primes using n = 4 and 6. Once again, combining
our CHM runs with n = 6 proved to be the best option for finding SQIsign parameters at this
level. None of the twins found at the 128-bit level combined with n = 4 to produce any SQIsign
friendly primes. From the set of 85-bit twins found in the B = 547 CHM run, the 510-bit prime
p = 2r6 − 1 with r = 31929740427944870006521856 is particularly attractive. The power of two
here is the largest found from this run. We have

p+ 1 = 291 · 196 · 616 · 896 · 1016 · 1396 · 1796 · 2236 · 2396 · 2516 · 2816, and

p− 1 = 2 · 32 · 5 · 7 · 13 · 23 · 29 · 31 · 41 · 53 · 109 · 149 · 157 · 181 · 269 · 317 · 331

· 463 · 557 · 727 · 10639 · 31123 · 78583 · 399739 · 545371 · 550657 · 4291141

· 32208313 · 47148917 · 69050951 · 39618707467 · 220678058317

· 107810984992771213 · 1779937809321608257.

The 85-bit twins found in the CHM run with B = 211 were used to try to find NIST-V parameters.
The largest power of two that was found in this run which is suitable for SQIsign was f = 109.
The prime with smallest signing cost metric while having a relatively large power of two is the
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following 508-bit prime, p = 2r6 − 1 where r = 26697973900446483680608256. Here, we have

p+ 1 = 285 · 1712 · 376 · 596 · 976 · 2336 · 31112 · 9116 · 12976, and

p− 1 = 2 · 32 · 5 · 7 · 112 · 232 · 29 · 127 · 163 · 173 · 191 · 193 · 211 · 277 · 347 · 617

· 661 · 761 · 1039 · 4637 · 5821 · 15649 · 19139 · 143443 · 150151 · 3813769

· 358244059 · 992456937347 · 353240481781965369823897507

· 8601020069514574401371658891403021.

10.5.3 Performance estimates

We would ideally implement our primes using the SQIsign code provided in [126] to determine how
well these parameters perform in practice. However, the current implementation is specifically
tailored towards the particular primes that are being used, and is limited to NIST-I parameter
sizes. Including our NIST-I primes from Table 10.4 results in failures during key generation,
which seem to stem from using parameters with different powers of two. Thus, implementing and
benchmarking our parameters would require a major rework of the provided code, which is out of
the scope of this work.

NIST-I. The state-of-the-art implementation of SQIsign uses a 254-bit prime that was found
using the extended Euclidean algorithm (XGCD) [99, 125] (see Section 10.1). With this method,
it is possible to, for example, force p ± 1 and p ∓ 1 to be divisible by a large power of 2 and 3

(respectively). Indeed, with this approach, a smooth factor of size ≈ √p comes for free in both
p± 1. Concretely, the prime p3923 used in [126] is of bitsize 254 and has f = 65 and B = 3923:

p+ 1 = 265 · 52 · 7 · 11 · 19 · 292 · 372 · 47 · 197 · 263 · 281 · 461 · 521 · 3923 · 62731

· 96362257 · 3924006112952623, and

p− 1 = 2 · 365 · 13 · 17 · 43 · 79 · 157 · 239 · 271 · 283 · 307 · 563 · 599 · 607 · 619

· 743 · 827 · 941 · 2357 · 10069.

As this prime is not constructed by boosting twin-smooth integers (r, r ± 1), we do not display it
in Table 10.4. For comparison with other primes, we provide details of p3923:

√
B/f = 0.96 and

logp(T ) = 1.32.
The primes from Table 10.4 provide various alternatives for NIST-I parameters, and we can

give simplified estimates for their performance in comparison to p3923. As an example, we will
consider p479, the 253-bit prime from Table 10.4 having B = 479. With f = 49, it features a
slightly smaller power of two compared to p3923 with f = 65. This means that we would have to
verify the signature isogeny in 21 blocks of 249-isogenies, instead of 16 blocks of 265-isogenies for
p3923. Given that the computational bottleneck for this is the generation of the respective kernel
points per block, and ignoring the savings of computing 249-isogenies instead of 265-isogenies and
the relatively cheap recomputation of the challenge isogeny, this results in an estimated slowdown
of roughly 21/16 ≈ 1.31. Thus, we expect a modest slowdown from a verification time of 6.7ms
(see [126]) to roughly 8.8ms on a modern CPU.
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Security
level

n r ⌈log(p)⌉ f B
√
B/f logp(T )

NIST-I

2 1211460311716772790566574529001291776 241 49 1091 0.67 1.28

2 2091023014142971802357816084152713216 243 49 887 0.61 1.28

3 3474272816789867297357824 246 43 547 0.54 1.29

3 10227318375788227199589376 251 31 383 0.63 1.31

3 21611736033260878876800000 254 31 421 0.66 1.28

3 20461449125500374748856320 254 46 523 0.50 1.26

3 26606682403634464748953600 255 40 547 0.58 1.28

4 1466873880764125184 243 49 701 0.54 1.28

4 8077251317941145600 253 49 479 0.45 1.30

4 12105439990105079808 255 61 1877 0.71 1.31

4 13470906659953016832 256 61 1487 0.63 1.30

NIST-III

3 1374002035005713149550405343373848576 362 37 1277 0.97 1.25

4 5139734876262390964070873088 370 45 11789 2.41 1.26

4 12326212283367463507272925184 375 77 55967 3.07 1.31

4 18080754980295452456023326720 377 61 95569 5.07 1.26

4 27464400309146790228660255744 379 41 13127 2.79 1.29

6 2628583629218279424 369 73 13219 1.58 1.27

6 5417690118774595584 375 79 58153 3.05 1.27

6 11896643388662145024 382 79 10243 1.28 1.30

12 5114946480 [128] 389 49 31327 3.61 1.30

NIST-V

6 9469787780580604464332800 499 109 703981 7.70 1.25

6 12233468605740686007808000 502 73 376963 8.41 1.28

6 26697973900446483680608256 508 85 150151 4.56 1.26

6 31929740427944870006521856 510 91 550657 8.15 1.25

6 41340248200900819056793600 512 67 224911 7.08 1.28

Table 10.4: A table of SQIsign parameters p = pn(r) for twin-smooth integers (r, r±1) found using CHM
at each security level. The f is the power of two dividing (p2 − 1)/2 and B is the smoothness bound of
the odd cofactor T ≈ p5/4. It also includes existing primes in the literature.
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However, we expect a significant speed-up for signing. The computational bottleneck during
the signature generation is the repeated computation of T -isogenies; one computes two T -isogenies
per block of 2f -isogenies in the verification. Since the T -isogeny computation is dominated by its
largest prime factor B, and its cost can be estimated by

√
B, the ratio of the signing cost metrics√

B/f from Table 10.4 reflects the overall comparison. Given this metric, we expect a speed-up
factor of roughly 0.45/0.96 ≈ 0.47. For the running time, this would mean an improvement from
424ms (see [126]) to roughly 199ms on a modern CPU.

We can also consider a different cost-estimate, given by summing the cost
√
ℓi for the five

biggest (not necessarily distinct) prime factors ℓi | T , before dividing by f . The advantage of
considering more factors of T is that it constitutes a larger portion of the time it takes to compute
a T -isogeny, while the disadvantage is that the cost

√
ℓ becomes increasingly inaccurate for smaller

prime factors ℓ. In this metric, the speed-up is smaller, but is still significant. Specifically, we
expect a speed-up factor of roughly 2.19/3.04 ≈ 0.72, which would result in an improvement from
424ms to roughly 305ms.

In a nutshell, even though we can only give rough estimates for running times, we expect our
NIST-I parameters to achieve much better signing times due to the smaller smoothness bounds B,
at the cost of a very modest slowdown for verification due to slightly smaller values of f . In the
light of the relatively slow signing times in SQIsign, this option seems worthwhile for applications
that require faster signing.

NIST-III and -V. As mentioned earlier, our work showcases the first credible primes for SQIsign
at the NIST-III and NIST-V security level. A beneficial feature about most of the primes found
in Table 10.4 is that the majority of the smooth factors are relatively small (e.g. B < 210). In
comparison, we expect the XGCD method to scale worse for larger security levels, i.e., requiring
much larger smoothness bounds. This is similar to the analysis in [105], which shows that while the
XGCD approach has reasonable smoothness probabilities for NIST-I parameters, other methods
become superior for larger sizes.

We note that there are other 384 and 512-bit primes in the literature for which p2−1 is smooth
[105, 128]. None of the primes from [105] have a large enough power of two for a suitable SQIsign
application. Some primes were found in the context of the isogeny-based public-key encryption
scheme Séta [128] that could be suitable for SQIsign. As part of their parameter setup, they required
finding ≈ 384-bit primes, satisfying some mild conditions outside just requiring p2−1 to be smooth.
Of the 7 primes that they found, the 389-bit prime, p = 2r12 − 1 with r = 5114946480 appears to
be somewhat SQIsign-friendly achieving NIST-III security (see Table 10.4). However, in addition
to its worse signing metric, representations of Fp-values require an additional register in this case
compared to our primes of bitlengths slightly below 384. Thus, we can expect implementations of
Fp-arithmetic to perform significantly worse for this prime.

Remark 10.5.2. The requirement we impose on p2 − 1 being divisible by 2f · T is to ensure
that it fits within the current implementation of SQIsign. At present, the SQIsign implemen-
tation has a fine-grained optimisation of their ideal-to-isogeny algorithm to the setting with
ℓ = 2. In general, one could instead allow p2 − 1 to be divisible by L · T , for a smooth num-
ber L with gcd(L, T ) = 1. This could open new avenues to find SQIsign-friendly primes, but
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would require a reconfiguration of the SQIsign code. For example, using the prime found with
r = 2091023014142971802357816084152713216 from Table 10.4, we could use L = 249 ·34 ·5 | p2−1
and still have a large enough smooth factor T to exceed p5/4, thereby further minimising the ex-
pected slowdown for verification.

Remark 10.5.3. The focus of this work has been on finding parameters for SQIsign but there are
other isogeny-based cryptosystems that could benefit from such quadratic twist-style primes. While
traditional SIDH [123] is now broken, there have been proposed countermeasures [18, 19, 160] that
aim to thwart the attacks from [67, 227, 271]. Currently, these countermeasures use SIDH-style
primes, but could potentially benefit from quadratic twist-style primes like those explored in this
work for SQIsign. However, these countermeasures require primes of larger sizes, so it is unclear if
our CHM-based approach scales to these sizes, especially when aiming to balance the size of the
smooth cofactors of p+1 and p− 1. Nevertheless, our techniques might give a good starting point
for future research in this direction.

10.5.4 Other techniques for finding SQISign parameters

As seen in Section 10.1, we can collect twin smooth integers via different methods, and use them
as inputs to pn(x) to search for primes. Though these alternative methods are expected to have
greater smoothness bound, they have certain advantages. Namely, we are able to force larger
powers of 2 into p2 − 1 and search for twin smooths of large bitsizes (targeting NIST-III and -V).

Although we expect most primes in this section to perform worse when instantiated in SQIsign
compared to the primes from Section 10.5.2, their concrete performance can only be evaluated
by integrating them in the SQIsign software from [125, 126]. In this section, we present the best
primes found with each approach in the hopes that future implementations of SQIsign benefit from
a larger pool of potential primes to choose from. We give a list of these primes in Table 10.5.

XGCD twin smooths. For generating smaller twins, the XGCD approach can be used to yield
relatively high smoothness probabilities. Although this increases the smoothness bound compared
to CHM, we can choose smooth factors of roughly n bits combined when searching for n-bit twin
smooths. This allows us to force larger powers of 2.

As an example, the 261-bit prime p = 2r4−1 with r = 34848218231355211776 was found using
this approach. Here we have

p+ 1 = 277 · 320 · 234 · 1514 · 1574 · 2334 · 21534, and

p− 1 = 2 · 52 · 17 · 41 · 61 · 71 · 97 · 1012 · 113 · 137 · 257 · 263 · 313 · 353 · 547 · 853

· 1549 · 2017 · 2081 · 2311 · 3019 · 24989 · 58601 · 5511340166779281313.

This prime is similar to the primes found in [126], giving a smaller smoothness bound and a larger
power of 2 compared to the state-of-the-art. However, it exceeds the size of 256 bits, and thus
we expect it to perform significantly worse due to the fact that representations of values in Fp
require an additional register in this case. Additionally, a large majority of the factors in p2 − 1

are relatively large, making isogeny computations rather slow. This is consistent with the primes
in [126].
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Remark 10.5.4. This approach is revisited in joint work with Eriksen, Meyer and Rodríguez-
Henríquez [277] and was used to find parameters for the NIST submission of SQIsign.

PTE twin smooths. As the number of 128-bit twins that were found using CHM is relatively
small, in some cases we were not able to find suitable SQIsign parameters. This mainly concerns
the setting where we take n = 4 to find NIST-V parameters, for which data from the CHM run
with B < 1300 did not yield any NIST-V SQIsign-friendly instances.

To find more large twins, we can use the PTE approach [105] (see Section 10.1) to find 214-
smooth 128-bit twins, sacrificing the smaller smoothness bounds that were used during our CHM
runs. In total, we found 3,648 such 128-bit twins that resulted in a prime of the form p = 2r4−1. Of
these, two primes show strong potential to be used in SQIsign and are thus also given in Table 10.4.

Larger values of n. We could also consider finding primes of the form p = 2rn − 1 for larger
values of n, where the only restriction is that r is a smooth number. Compared to the previous
ideas this restriction decreases the amount of guaranteed smoothness, but if n is chosen carefully
then we can obtain increased smoothness probabilities. The polynomial pn(x)2−1 is highly related
to the cyclotomic polynomials Φd for d | n as

pn(x)
2 − 1 = 2xn(2xn − 2) = 4xn(xn − 1) = 4xn

∏
d|n

Φd.

Recall that Φd is an irreducible polynomial of degree ϕ(d), where ϕ denotes Euler’s totient function.
Therefore, the largest irreducible factor of pn(x)2−1 is of degree ϕ(n). This in turn means that the
largest factor that p = 2rn − 1 can possibly have is around the size of rϕ(n) ≈ pϕ(n)/n. Therefore,
we would like to minimise the value ϕ(n)/n.

As we allow n to increase, this value can get arbitrarily low. Indeed, setting n = Pk, where Pk
denotes the k-th primorial,6 we find that

ϕ(Pk)

Pk
=

k∏
i=1

pi − 1

pi
=

k∏
i=1

(
1− 1

pi

)
,

and as k tends towards infinity, we see that

lim
k→∞

ϕ(Pk)

Pk
=

∞∏
i=1

(
1− 1

pi

)
=

1

ζ(1)
,

where ζ(s) denotes the Riemann-Zeta function, which has a pole at s = 1.
However, we cannot allow n to become too large as we still need a sufficiently large range of

inputs, so that there exists a smooth r such that 2rn − 1 is prime. Therefore, consider a bound
n < Bn where Bn is chosen such that we still have a large enough search space. Based on the
multiplicative property of the totient function, the fact that ϕ(q) = q − 1 when q is prime, and
that

ϕ(n)

n
=
ϕ(rad(n))

rad(n)
,

6The k-th primorial Pk is defined as the product of the first k primes.

226



where rad(n) is the product of all distinct primes dividing n, the optimal choices of n are in the
set

{2e13e2 . . . pekk < Bn | Pk < Bn < Pk+1, ei ≥ 1}.

As an example, we look for NIST-V parameters p ∈ [2500, 2512]. If we want at least a range of size
225 such that 2rn − 1 ∈ [2500, 2512], we see that we have to have n < Bn = 20. Therefore, our set
of optimal choices of n becomes

n ∈ {2 · 3, 22 · 3, 2 · 32} = {6, 12, 18}.

Using n = 6, the range of suitable r-values becomes large enough that we cannot search through
all of them. Thus, searches would require further restrictions on the suitable r-values, such as only
considering twin-smooths.

For n ∈ {12, 18}, we can exhaust the full search space, and obtain several promising candidates.
These are included in Table 10.4. Among all of these, the 510-bit prime p = 2r12 − 1 with
r = 5594556480768 seems very suitable for NIST-V. It has a low cost factor and has a large power
of three, which could be beneficial for SQIsign implementations. Here we have

p+ 1 = 297 · 360 · 23912 · 57112 · 65912, and

p− 1 = 2 · 52 · 7 · 132 · 17 · 19 · 43 · 83 · 103 · 109 · 1392 · 151 · 223 · 277 · 317 · 1249

· 1373 · 2311 · 3067 · 4133 · 28279 · 28447 · 40087 · 60089 · 69073 · 88469

· 2226517 · 5856073 · 6242671 · 14237127193 · 25752311173

· 63101553683977 · 38380249844433998662503841.

Security
level

n r ⌈log(p)⌉ f B
√
B/f logp(T )

NIST-I 4 34848218231355211776 261 77 2311 0.62 1.30

NIST-III 12 2446635904 376 85 9187 1.13 1.29

NIST-V

4

4

114216781548581709439512875801279791104

123794274387474298912742543819242587136

507

508

65

41

75941

15263

4.24

3.01

1.26

1.29

12 5594556480768 510 97 88469 3.07 1.29

18 335835120 511 73 24229 2.13 1.29

Table 10.5: A table of SQIsign parameters p = pn(r) found using twin-smooth integers (r, r ± 1) at
each security level. The twins used here were not found using CHM. The other quantities are just as
in Table 10.4.

Remark 10.5.5. Unlike the CHM method and other similar methods, we cannot generate more
values to input into this technique, as the amount is small enough to quickly exhaust the full search
space. This is in stark contrast to CHM, which, given more computing power, could potentially
generate more twin smooths of given sizes to give new suitable SQIsign parameters. Hence, we
conclude that the CHM method with smaller values of n will ultimately give rise to new, better
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SQIsign parameters than the ones found with the larger values of n.
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Chapter 11

Faster verification for SQIsign

In this chapter, we aim to accelerate SQIsign verification as much as possible, and are willing to
accept a decrease in the efficiency of signing. In this way, we focus on applications that require fast
verification and small signatures. Unlike in the previous Chapter 10, where we fix signing to be
performed over Fp2 for efficiency, in this chapter we instead maximise the efficiency of verification
by allowing signing to occur over an extension field of Fp2 . This chapter presents joint work with
Jonathan Komada Eriksen, Michael Meyer, and Krijn Reijnders entitled

AprèsSQI: Extra Fast Verification for SQIsign Using Extension-Field Signing

as published at Eurocrypt 2024 [92], where it received the Best Early-Career Paper Award. The
software associated to this code was published as an artifact at Eurocrypt 2024 [93]. The only
differences between this chapter and the published paper arise from the correction of typographical
errors, the removal of superfluous preliminaries and moving the appendix to the body of the paper.

In light of recent work. Since the publication of the paper discussed in this chapter, an
impressive new variant of SQIsign has been developed: SQIsign2D [17, 142, 247]. It achieves similar
signature sizes to SQIsignHD, slower signing than SQIsignHD though faster than SQIsign, and the
faster verification than both SQIsign and SQIsignHD. In light of these advancements, it would be
interesting to understand in future work whether an optimised implementation of AprèsSQI in a
low-level programming language can still obtain the fastest verification to target applications where
verification time is key. Additionally, a new ideal-to-isogeny algorithm was introduced by Onuki
and Nakagawa [252] that uses two-dimensional isogenies. When applied to SQIsign, key generation
and the signing procedures are around twice as fast as those in the NIST submission for Level I
security, and there is no change to verification time. The advantage becomes greater for higher
security levels. It would be interesting to see the effect of combining this new ideal-to-isogeny
algorithm with the techniques developed in this chapter to accelerate SQIsign verification.

Introduction

SQIsign is most interesting in scenarios that require small signature sizes and fast verification,
particularly in those applications where the performance of signing is not the main concern. A few
common examples include long-term signatures, specifically public-key certificates, code updates
for small devices, authenticated communication with embedded devices or other microcontrollers
that solely run verification, and smart cards. For such use cases it is imperative to bring down the
cost of verification as much as possible.
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The bottleneck of verification in SQIsign is the computation of an isogeny of fixed degree 2e with
e ≈ 15

4 log(p), where p denotes the prime one is working over, e.g. log(p) ≈ 256 for NIST Level I
security. However, the rational 2-power torsion, from here on denoted as the 2•-torsion, is limited,
since we work with supersingular elliptic curves over Fp2 of order (p+1)2 and (p− 1)2. This sets a
theoretical limit of 2log p for the 2•-torsion. Therefore, the verifier needs to perform several blocks
of degree 2• to complete the full 2e-isogeny, where each of these blocks involves costly steps such
as computing a 2•-torsion basis or isogeny kernel generator. Hence, in general, a smaller number
of blocks improves the performance of verification.

On the other hand, the bottleneck in signing is the computation of several T -isogenies for odd
smooth T ≈ p5/4. Current implementations of SQIsign therefore require T | (p − 1)(p + 1), such
that Fp2-rational points are available for efficient T -isogeny computations. The performance of
this step is dominated by the smoothness of T , i.e., its largest prime factor.

While this additional divisibility requirement theoretically limits the maximal 2•-torsion to
roughly p3/4, current techniques for finding SQIsign-friendly primes suggest that achieving this
with acceptable smoothness of T is infeasible [78, 86, 99, 105, 125]. In particular, the NIST
submission of SQIsign achieving Level I security uses a prime with rational 275-torsion and 1973

as largest factor of T . In this case e = 975, meaning that the verifier has to perform ⌈e/75⌉ = 13

costly isogeny blocks. Increasing the 2•-torsion further is difficult as it decreases the probability
of finding a smooth and large enough T for current implementations of SQIsign.

Contributions

In this work, we deploy a range of techniques to increase the 2•-torsion and push the SQIsign
verification cost far below the state of the art at the time of publication. Alongside these technical
contributions, we aim to give an accessible description of SQIsign, focusing primarily on verifica-
tion, which solely uses elliptic curves and isogenies and does not require knowledge of quaternion
algebras.

Even though we target faster verification, our main contribution is signing with field extensions.
From this, we get a much weaker requirement on the prime p, which in turn enables us to increase
the size of the 2•-torsion.

Focusing on NIST Level I security, we study the range of possible 2•-torsion to its theoretical
maximum, and measure how its size correlates to verification time. We do this using an implemen-
tation which uses an equivalent to the number of field multiplications as a cost metric. Compared
to the state of the art, increasing the 2•-torsion alone makes verification almost 1.7 times faster.
Further, we implement the new signing procedure as a proof-of-concept in SageMath and show
that signing times when signing with field extensions are in the same order of magnitude as when
signing only using operations in Fp2 .

For verification, in addition to implementing some known general techniques for improvements
compared to the reference implementation provided in the NIST submission of SQIsign, we show
that increasing the 2•-torsion also opens up a range of optimisations that were previously not
possible. For instance, large 2•-torsion allows for an improved challenge isogeny computation and
improved basis and kernel generation. Furthermore, we show that size-speed trade-offs as first
proposed by De Feo, Kohel, Leroux, Petit, and Wesolowski [125] become especially worthwhile
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for large 2•-torsion. When pushing the 2•-torsion to its theoretical maximum, this even allows
for uncompressed signatures, leading to significant speed-ups at the cost of roughly doubling the
signature sizes.

For two specific primes with varying values of 2•-torsion, we combine all these speed-ups, and
measure the performance of verification. Compared to the implementation of the SQIsign NIST
submission [78], we reach a speed-up up to a factor 2.70 at NIST Level I when keeping the signature
size of 177 bytes. When using our size-speed trade-offs, we reach a speed-up by a factor 3.11 for
signatures of 187 bytes, or a factor 4.46 for uncompressed signatures of 322 bytes. Compared to
the state of the art [221], these speed-ups are factors 2.07, 2.38 and 3.41, respectively.

Related work

De Feo, Kohel, Leroux, Petit, and Wesolowski [125] published the first SQIsign implementation,
superseded by the work of De Feo, Leroux, Longa, and Wesolowski [126]. Subsequently, Lin,
Wang, Xu, and Zhao [221] introduced several improvements for this implementation. The NIST
submission of SQIsign [78] – SQIsign (NIST)– features a new implementation that does not rely
on any external libraries. Since this is the latest and best documented implementation, we will
use it as a baseline for performance comparison. Since the implementation by Lin, Wang, Xu,
and Zhao [221] is not publicly available, we included their main improvement for verification in
SQIsign (NIST), and refer to this as SQIsign (LWXZ).

Dartois, Leroux, Robert, and Wesolowski [116] recently introduced SQIsignHD, which massively
improves the signing time in SQIsign, in addition to a number of other benefits, but at the cost of
a slowdown in verification. This could make SQIsignHD an interesting candidate for applications
that prioritise the combined cost of signing and verification over the sole cost of verification.

Recent work by Eriksen, Panny, Sotáková, and Veroni [150] explored the feasibility of computing
the Deuring correspondence (see Section 3.2) for general primes p using higher extension fields. We
apply the same techniques and tailor them to specialised primes for use in the signing procedure
of SQIsign.

Outline

The rest of the chapter is organised as follows. Section 11.1 recalls the necessary background,
including a high-level overview of SQIsign. Section 11.2 describes how using field extensions in
signing affects the cost and relaxes requirements on the prime. Section 11.3 analyses how the size
of the 2•-torsion correlates to verification time. Section 11.4 presents optimisations enabled by
the increased 2•-torsion, while Section 11.5 gives further optimisations enabled by increased signa-
ture sizes. Finally, Section 11.6 gives some example parameters, and measures their performance
compared to the state of the art.

Availability of software

We make our Python and SageMath software publicly available under the MIT licence at

https://github.com/TheSICQ/ApresSQI.

231

https://github.com/TheSICQ/ApresSQI


11.1 Preliminaries

For this chapter, we require the preliminaries on elliptic curves, given in Section 2.2, and isogenies
between them from Section 2.8.1. As usual, we focus in particular on supersingular elliptic curves
defined over Fp2 , introduced in Sections 2.9 and 4.1. In this work, we accelerate verification
in the signature scheme SQIsign. As such, a reader should be familiar with the tools used to
construct SQIsign, most notably the Deuring correspondence in Section 3.2 and the generalised
KLPT algorithm from Section 5.1.1, and details on the signature scheme itself given in Section 5.2.
In SQIsign, we use supersingular elliptic curves in Montgomery form

EA : y2 = x3 +Ax2 + x = x(x− α)(x− 1/α)

for A,α ∈ Fp2 , to exploit fast x-only arithmetic.
The runtime of the best-known attacks against SQIsign, as given in Section 5.2.2.1, depends

only on the size of p. Furthermore, with high probability, they do not recover the original secret
isogeny, but rather a different isogeny between the same curves. Therefore, their complexity should
be unaffected by the changes we introduce to the SQIsign protocol in Section 11.2. Indeed, for these
attacks it does not matter whether the original secret isogeny had kernel points defined over a larger
extension field. In short, the changes to SQIsign in this chapter do not affect its security.

11.1.1 SQIsign-friendly primes

Next, we briefly recall details on the parameter requirements in SQIsign. We refer to Section 5.2.2.2
for a detailed description of their origins. For a security level λ, the following parameters are needed:

• A prime p of bitsize log(p) ≈ 2λ with p ≡ 3 mod 4.

• The torsion group E[2f ] as large as possible, for E a supersingular elliptic curve defined over
Fp2 , that is 2f | p+ 1.

• A smooth odd factor T | (p2 − 1) of size roughly p5/4.

• The degree of φcom, Dcom | T , of size roughly 22λ ≈ p.

• The degree of φchall, Dchall | 2fT , of size roughly 2λ ≈ p1/2.

• Coprimality between Dcom and Dchall.

To achieve NIST Level I, III, and V security, we set the security parameter as λ = 128, 192, 256,
respectively. Concretely, this means that, for each of these security parameters, we have log(p) ≈
256, 384, 512, and log(T ) ≈ 320, 480, 640, with f as large as possible given the above restrictions.
The smoothness of T directly impacts the signing time, and the problem of finding primes p with
a large enough T that is reasonably smooth is difficult. We refer to Chapter 10 or other recent
work on this problem [78, 99, 105, 125, 126, 277] for techniques to find suitable primes.

The crucial observation for this work is that T occupies space in p2 − 1 that limits the size of
f , hence current SQIsign primes balance the smoothness of T with the size of f .
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Remark 11.1.1. SQIsign (NIST) further requires 3g | p+ 1 such that Dchall = 2f · 3g ≥ p1/2 and
Dchall | p+1. While this is not a strict requirement in the theoretical sense, it facilitates efficiency
of computing φchall. From this point on, we ensure that this requirement is always fulfilled.

Remark 11.1.2. Since the curves E and their twists Et satisfy

E(Fp2) ∼= Z/(p± 1)Z⊕ Z/(p± 1)Z and Et(Fp2) ∼= Z/(p∓ 1)Z⊕ Z/(p∓ 1)Z,

and we work with both simultaneously, choosing T and f is often incorrectly described as choosing
divisors of p2 − 1. There is a subtle issue here: even if 2f divides p2 − 1, E[2f ] may not exist as
a subgroup of ⟨E(Fp2), ρ−1(Et(Fp2))⟩ ⊆ E(Fp4), where ρ : E → Et is the twisting isomorphism.
While this does not usually matter in the case of SQIsign (we pick 2f as a divisor of p+ 1, and T
is odd), this becomes a problem when working over multiple extension fields. In Section 11.2.2, we
make this precise and reconcile it using Theorem 11.2.3.

11.1.2 Computing rational isogenies from irrational generators

Finally, to facilitate signing with field extensions, we recall the techniques for computing Fp2 -
rational isogenies, i.e., isogenies defined over Fp2 , generated by irrational kernel points, that is,
not defined over Fp2 . In the context of this chapter, we again stress that such isogenies will only
be computed by the signer; the verifier will only work with points in Fp2 .

The main computational task of most isogeny-based cryptosystems (including SQIsign) lies in
evaluating isogenies given the generators of their kernels. Explicitly, given an elliptic curve E/Fq,
a point K ∈ E(Fqk) such that ⟨K⟩ is defined over Fq,1 and a list of points (P1, P2, . . . , Pn) in E, we
wish to compute the list of points (φ(P1), φ(P2), . . . , φ(Pn)), where φ is the separable isogeny with
kerφ = ⟨K⟩. Since we work with curves E whose p2-Frobenius π is equal to the multiplication-by-
(−p) map, every subgroup of E is closed under the action of the Galois group Gal(Fp/Fp2), hence
every isogeny from E can be made Fp2 -rational, by composing with the appropriate isomorphism.

Computing isogenies of smooth degree. Recall from Theorem 2.6.8 that the isogeny factors
as a composition of small prime degree isogenies, which we compute using Vélu-style algorithms.
For simplicity, for the rest of the section, we therefore assume that ⟨K⟩ is a subgroup of order
N > 2, where N is a small prime.

At the heart of these Vélu-style isogeny formulas is evaluating the kernel polynomial. Pick any
subset S ⊆ ⟨K⟩ such that ⟨K⟩ = S ⊔ −S ⊔ {∞}. Then the kernel polynomial can be written as

(11.1) fS(X) =
∏
P∈S

(X − x(P )).

Here, the generator K can be either a rational point, i.e., lying in E(Fq), or an irrational point,
i.e., lying in E(Fqk) for k > 1, but whose group ⟨K⟩ is defined over Fq. Next, we discuss how to
solve the problem efficiently in the latter case.

Irrational generators. For K /∈ E(Fq) of order N , we can speed up the computation of the

1That is, the group ⟨K⟩ is closed under the action of the Galois group Gal(Fq/Fq).

233



kernel polynomial using the action of Frobenius. This was used in two recent works [13, 150],
though the general idea was used even earlier by Tsukazaki [312].

As ⟨K⟩ is defined over Fq, we know that the q-power Frobenius π acts as an endomorphism
on ⟨K⟩ ⊆ E(Fpk) and so maps K to a multiple [γ]K for some γ ∈ Z. This fully determines the
action on ⟨K⟩, i.e., π|⟨K⟩ acts as P 7→ [γ]P for all P ∈ ⟨K⟩. For the set S as chosen above, this
action descends to an action on its x-coordinates XS = {x(P ) ∈ Fqk | P ∈ S} and thus partitions
XS into orbits {x(P ), x([γ]P ), x([γ2]P ), . . .} of size equal to the order of γ in (Z/NZ)×/{1,−1}.

If we pick one representative P ∈ S per orbit, and call this set of points S0, we can compute
the kernel polynomial in Equation (11.1) as a product of the minimal polynomials µx(P ) of the
x(P ) ∈ Fqk for these P ∈ S0, with each µx(P ) defined over Fq, as

(11.2) fS(X) =
∏
P∈S0

µx(P )(X),

where µβ denotes the minimal polynomial of β over Fq.
To compute fS(α) for α ∈ Fq, we only require the smaller polynomial fS0

(X) and compute the
norm

NormF
qk
/Fq

(fS0(α)) =
∏
π∈G

π(fS0(α)) =
∏
P∈S0

∏
π∈G

(α− π(x(P ))) =
∏
P∈S0

µx(P )(α),

where G = Gal(Fqk/Fq), as per Banegas, Gilchrist, Dévéhat, and Smith [13]. This allows us to
compute the image under fS of x-values of points in E(Fq), but only works for values in Fq. To
evaluate fS(α) for general α ∈ Fp, i.e., to compute the image of a point in E(Fp), we instead
compute the larger polynomial fS(X), where we use Shoup’s algorithm [290] to compute each
µx(P ) given x(P ). Computing fS(X) requires a total of O(ℓk) + Õ(ℓ) operations, with k such that
each x(P ) ∈ Fqk . Evaluating fS at α takes Õ(ℓk′) operations, with k′ the smallest value such that
α ∈ Fqk′ [150, Section 4.3].

Remark 11.1.3. The biggest drawback to using this technique is that
√

élu is no longer practical.
If the kernel point P generating the isogeny is defined over Fp2ki , and we want to evaluate the
isogeny at a point Q defined over Fp2kj , we need to work in the smallest field where they are both
defined, namely the compositum F

p2 lcm(ki,kj) .

11.2 Signing with extension fields

By allowing torsion T from extension fields, we enable more flexibility in choosing SQIsign primes
p, thus enabling a larger 2•-torsion. Such torsion T requires us to compute rational isogenies
with kernel points in extension fields Fp2k . This section describes how to adapt SQIsign’s signing
procedure to enable such isogenies, and the increased cost this incurs. In particular, we describe two
approaches for T : allowing torsion T from a particular extension field Fp2k , or from all extension
fields Fp2n for 1 ≤ n ≤ k. The first approach means that we can look for T dividing an integer
of bit size Θ(k log p), and the second approach allows for Θ(k2 log p). In Section 11.3, we explore
how increased 2•-torsion affects the performance of verification.
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11.2.1 Changes in the signing procedure

Recall from Section 5.2 that the signing operation in SQIsign requires us to work with both elliptic
curves and quaternion algebras, and to translate back and forth between these worlds. Note that the
subroutines that work solely with objects in the quaternion algebra Bp,∞, including all operations
in the KLPT variants used for key generation and signing, are indifferent to what extension fields
the relevant torsion groups lie in. Hence, a large part of signing is unaffected by torsion from
extension fields.

In fact, the only subroutines that are affected by moving to extension fields are those relying
on IdealToIsogenyD introduced in Section 3.2.1, which translates O0-ideals I of norm dividing D to
their corresponding isogenies φI . Following the discussion in Sections 3.2.2 and 5.2, IdealToIsogenyD
is not used during verification, and is used only in the following parts of signing:

Commitment: The signer translates a random ideal of norm Dcom to its corresponding isogeny,
using one execution of IdealToIsogenyDcom

.

Response: The signer translates an ideal of norm 2e to its corresponding isogeny, requiring 2⌈e/f⌉
executions of IdealToIsogenyT .

Remark 11.2.1. We choose parameters such that 2f | p+ 1 and Dchall | p+ 1, so that E[2f ] and
E[Dchall] are defined over Fp2 . As a result, the verifier only works in Fp2 and the added complexity
of extension fields applies only to the signer.

Adapting ideal-to-isogeny translations to field extensions. To facilitate signing with field
extensions, we slightly adapt IdealToIsogenyD so that it works with prime powers separately. Note
that the additional cost of this is negligible compared to the cost of computing the isogeny from
the generators because finding the action of the relevant endomorphisms consists of simple linear
algebra. See Algorithm 11.1 for details.

Algorithm 11.1 IdealToIsogenyD(I)

Input: I, a left O0-ideal of norm dividing D.
Output: The corresponding isogeny φI .

1: Compute α such that I = O0⟨α,nrd I⟩
2: Let A = [1, i, i+j2 , 1+k2 ] denote a basis of O0

3: Compute vᾱ := [x1, x2, x3, x4]
T ∈ Z4 such that Avᾱ = ᾱ

4: for ℓe || D do
5: ᾱ|⟨Pℓe ,Qℓe ⟩ := x1I+ x2(i|⟨Pℓe ,Qℓe ⟩) + x3(

i+j
2 |⟨Pℓe ,Qℓe ⟩) + x4(

1+k
2 |⟨Pℓe ,Qℓe ⟩)

6: Let a, b, c, d be integers such that ᾱ|⟨Pℓe ,Qℓe ⟩ =

(
a b
c d

)
7: Kℓe := [a]Pℓe + [c]Qℓe

8: if ord(Kℓe) < ℓe then
9: Kℓe = [b]Pℓe + [d]Qℓe

10: end if
11: end for
12: Set φI to be the isogeny generated by the points Kℓe .
13: return φI
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In Line 5 of Algorithm 11.1, the notation β|⟨Pℓe ,Qℓe ⟩ refers to the action of an endomorphism
β on a fixed basis Pℓe , Qℓe of E[ℓe]. This action is described by a matrix in M2(Z/ℓeZ). These
matrices can be precomputed, hence the only operations in which the field of definition of E[ℓe]

matters are the point additions in Lines 7 and 9, and isogenies generated by each Kℓe in Line 12.

11.2.2 Increased torsion availability from extension fields

We detail the two approaches to allow torsion groups from extension fields, which permits more
flexibility in choosing the final prime p.

Working with a single field extension of Fp2 . Although the choice of solely working in Fp2 oc-
curs naturally, as it is the smallest field over which every isomorphism class of supersingular elliptic
curves has a model, there is no reason a priori that this choice is optimal. Instead, we can choose to
work in the field Fp2k . We emphasise that this does not affect signature sizes; the only drawback is
that we now perform more expensive Fp2k -operations during signing in IdealToIsogeny. The upside,
however, is a relaxed prime requirement: we are no longer bound to E[T ] ⊆ ⟨E(Fp2), ρ−1(Et(Fp2))⟩
and can instead use

E[T ] ⊆ ⟨E(Fp2k), ρ−1(Et(Fp2k))⟩.

By Equations (4.1) and (4.2), we have E(Fp2k) ∼= E[pk ± 1] and Et(Fp2k) ∼= E[pk ∓ 1], thus we
simply get

E[T ] ⊆ E
[
p2k − 1

2

]
,

since ⟨E[A], E[B]⟩ = E[lcm(A,B)]. Hence, by using torsion from E(Fp2k), we increase T | (p2−1)/2
to T | (p2k−1)/2. This implies there are 2(k−1) log(p) more bits available to find T with adequate
smoothness.

Working with multiple field extensions of Fp2 . Instead of fixing a single higher extension
field Fp2k , we can also choose to work with multiple field extensions, in particular all fields Fp2n ,
where 1 ≤ n ≤ k. The torsion group we can access by this relaxed requirement is described by the
following definition.

Definition 11.2.2. Let E be a supersingular elliptic curve over Fp2 and let Etn denote an arbitrary
quadratic twist of E over Fp2n with respect to the twisting isomorphism ρn : E → Etn. We define
the k-available torsion of E to be the group generated by E(Fp2n) and ρ−1

n (Etn(Fp2n)) for 1 ≤ n ≤ k.

Any point P in the k-available torsion can thus be written as a sum

P =

k∑
i=1

(Pi + ρ−1
i (P ti ))

of points Pi ∈ E(Fp2i) and P ti ∈ Eti (Fp2i). Since the twisting isomorphism keeps the x-coordinate
fixed, the computation of this isomorphism ρi can be ignored when using x-only arithmetic, and
we simply obtain a sum of points whose x-coordinates lie in Fp2n for 1 ≤ n ≤ k. This justifies the
name k-available torsion, as we do not have to go beyond Fp2k to do arithmetic with P by working
with the summands separately.
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The structure of the k-available torsion is completely captured by the following result.

Theorem 11.2.3. Let p > 2 be a prime, and let E/Fp2 be a supersingular curve with trπ = ±2p,
where π is the Frobenius endomorphism. Then the k-available torsion is precisely the group E[N ]

with

N =

k∏
n=1

Φn(p
2)/2,

where Φn denotes the n-th cyclotomic polynomial.

We first give a proof of the following lemma.

Lemma 11.2.4. For any integer m ≥ 2, we have the following identity

lcm
(
{mn − 1}kn=1

)
=

k∏
n=1

Φn(m)

where Φn denotes the n-th cyclotomic polynomial.

Proof. We denote the left-hand side and right-hand side of the equation in the statement of the
lemma by LHS and RHS, respectively. We show that any prime power dividing one side, also
divides the other.

For any prime ℓ and e > 0, if ℓe divides the LHS, then, by definition, it divides mi − 1 =∏
d|iΦd(m) for some 1 ≤ i ≤ k. Hence, it also divides the RHS. Conversely, if ℓe divides the RHS,

then ℓe also divides the LHS. To show this, we need to know when Φi(m) and Φj(m) are coprime.
We note that

gcd(Φi(m),Φj(m)) | R

where R is the resultant of Φi(X) and Φj(X), and a classic result by Apostol [4, Theorem 4], tells
us that

Res(Φi(X),Φj(X)) > 1⇒ i = jm

for i > j and some integer m.
Using this, if ℓe divides the RHS, then it also divides the product

⌊k/d⌋∏
n=1

Φdn(m),

for some integer d, and this product divides the LHS, as it divides md⌊k/d⌋ − 1.

We can now conclude the proof of Theorem 11.2.3.

Proof. From the structure of E(Fp2n) (see Equation (4.1)), where E is as in the statement, the
k-available torsion can be seen as the group generated by the full torsion groups

E[pn ± 1]

for 1 ≤ n ≤ k. Using the fact that

⟨E[A], E[B]⟩ = E[lcm(A,B)],
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we see that the k-available torsion is E[N ] where

N = lcm
(
{pn − 1}kn=1 ∪ {pn + 1}kn=1

)
= lcm

(
{p2n − 1}kn=1

)
/2,

where the last equality only holds for p > 2. Applying Lemma 11.2.4 with m = p2, we obtain

N =

n∏
k=1

Φk(p
2)/2.

We find that using all extension fields Fp2n for 1 ≤ n ≤ k increases T | p2 − 1 to T | N , with N
as given by Theorem 11.2.3. Given that

logN =

k∑
n=1

log(Φn(p
2)/2) ≈ 2

k∑
n=1

ϕ(n) log(p),

and the fact that
∑k
n=1 ϕ(n) is in the order of Θ(k2), where ϕ denotes Euler’s totient function, we

find that T | N gives roughly k2 log p more bits to find T with adequate smoothness, compared to
the log(p) bits in the classical case of working over Fp2 , and k log(p) bits in the case of working
over Fp2k . Due to this, we only consider working in multiple field extensions from this point on.

11.2.3 Cost of signing using extension fields

In SQIsign, operations over Fp2 make up the majority of the cost during signing [126, Section 5.1].
Hence, we can roughly estimate the cost of signing by ignoring purely quaternionic operations,
in which case the bottleneck of the signing procedure becomes running IdealToIsogenyT as many
times as required by the IdealToIsogenyEichler algorithm from Section 3.2.2 in the response phase.
In other words, we estimate the total signing cost from the following parameters:

• f , such that 2f | p+ 1.

• T , the chosen torsion to work with.

• For each ℓeii | T , the smallest ki such that E[ℓeii ] is defined over Fp2ki .

Since Algorithm 11.1 works with prime powers separately, we can estimate the cost of a single
execution by considering the cost per prime power.

Cost per prime power. For each ℓeii | T , let ki denote the smallest integer so that E[ℓeii ] ⊆
E(Fp2ki ), and let M(ki) denote the cost of operations in Fp2ki in terms of Fp2 -operations. Com-
puting the generator Kℓ

ei
i

consists of a few point additions in E[ℓeii ], hence is O(M(k) · e log ℓ).
The cost of computing the isogeny generated by Kℓ

ei
i

comes from computing e isogenies of degree
ℓ at a cost of O(ℓk) + Õ(ℓ), using the techniques from Section 11.1.2.

To compute the whole isogeny, we need to push the remaining generators K
ℓ
ej
j

, through this
isogeny. By picking the greedy strategy of always computing the smaller ℓ first, we bound the cost
of evaluating Kℓe in other isogenies by O(M(k) · ℓ).
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Total cost of signing. Based on the analysis above, we let

Costp(ℓ
ei
i ) = c1M(ki)e log ℓ+ c2eiℓiki + c3eiℓi log(ℓi) + c4M(ki)ℓ

where ki, and M(k) are as before, and ci are constants corresponding to the differences in the
asymptotic complexities. Since we can estimate the total cost of executing IdealToIsogenyT by
summing the cost of each maximal prime power divisor of T , and observing that signing consists
of executing IdealToIsogenyDcom

one time, and IdealToIsogenyT a total of 2 · ⌈e/f⌉ times, we get a
rough cost estimate of signing as

SigningCostp(T ) = (2 · ⌈e/f⌉+ 1) ·
∑
ℓ
ei
i |T

Costp(ℓ
ei
i ).

In Section 11.6, we use this function to pick p and T minimising this cost. While this cost metric is
very rough, we show that our implementation roughly matches the times predicted by this function.
Further, we show that this cost metric suggests that going to extension fields gives signing times
within the same order of magnitude as staying over Fp2 , even when considering the additional
benefit of using

√
élu to compute isogenies in the latter case. An explicit comparision of the cost

of signing over Fp2 versus over extension fields is given in Table 11.3.

11.3 Effect of increased 2•-torsion on verification

In Section 11.2, we showed that signing with extension fields gives us more flexibility in choosing
the prime p, and, in particular, allows us to find primes with rational 2f -torsion for larger f . In
this section, we analyse how such an increase in 2•-torsion affects the cost of SQIsign verification,
e.g., computing φresp and φ̂chall, in terms of Fp-multiplications, taking the SQIsign (NIST) imple-
mentation, with no further optimisations, as the baseline for comparison. As standard, we denote
Fp-multiplications by M, Fp-squarings by S, and Fp-additions by a.

11.3.1 Detailed description of verification

Before giving an in-depth analysis of verification performance, we give a detailed description of
how verification is executed. Recall that a SQIsign signature σ for a message msg created by a
signer with secret signing key φsk : E0 → Epk proves knowledge of an endomorphism on Epk

2

by describing an isogeny φresp : Epk → Echall of degree 2e. Given a message msg, it is hashed
with Ecom to a point Kchall of order Dchall, hence represents an isogeny φchall : Ecom → Echall. A
signature is valid if the composition of φresp with φ̂chall is cyclic of degree 2e ·Dchall.

To verify a signature σ, the verifier must (a) recompute φresp, (b) compute the dual of φchall,
to confirm that both are well-formed, and finally (c) recompute the hash of the message msg to
confirm the validity of the signature.

In SQIsign, the size of the sample space for φchall impacts soundness of the underlying Σ-
protocol. In SQIsign (NIST), to obtain negligible soundness error (in the security parameter λ) the

2To emphasise that Epk is a Montgomery curve with coefficient A, we often denote it as EA in this chapter.

239



message is hashed to an isogeny of degree Dchall = 2f · 3g so that the size of cyclic isogenies of
degree Dchall is larger than 2λ. In contrast, when f ≥ λ, we can simply set Dchall = 2λ.

The signature σ consists of a compressed description of the isogenies φresp and φ̂chall. For f < λ

and Dchall = 2f · 3g it is of the form

σ = (b, s(1), . . . , s(n), r, b2, s2, b3, s3)

with s(j), s2 ∈ Z/2fZ, s3 ∈ Z/3gZ, r ∈ Z/2f3gZ, and b, b2, b3 ∈ {0, 1}. If f ≥ λ, we set Dchall = 2f

and have s2 ∈ Z/2λZ and r ∈ Z/2fZ, while b3, s3 are omitted.
Algorithmically, the verification process mostly requires three subroutines.

FindBasis: Given a curve E, find a deterministic basis (P,Q) of E[2f ].

FindKernel: Given a curve E with basis (P,Q) for E[2f ] and s ∈ Z/2fZ, compute the kernel
generator K = P + [s]Q.

ComputeIsogeny: Given a curve E and a kernel generator K, compute the isogeny φ : E → E/⟨K⟩
and φ(Q) for some Q ∈ E.

Below we detail each of the three verification steps (a)-(c).

Step (a). Computing φresp is split up into n − 1 blocks φ(j) : E(j) → E(j+1) of size 2f , and a
last block of size 2f0 , where f0 = e− (n− 1) · f . For every φ(j), the kernel ⟨K(j)⟩ is given by the
generator K(j) = P (j) + [s(j)]Q(j) for a deterministic basis (P (j), Q(j)) of E(j)[2f ].

In the first block, after sampling (P (1), Q(1)) via FindBasis, the bit b indicates whether P (1)

and Q(1) have to be swapped before running FindKernel. For the following blocks, the verifier
pushes Q(j) through the isogeny φ(j) to get a point Q(j+1) ← φ(j)(Q(j)) on E(j+1) of order 2f

above (0, 0).3 Hence, for j > 1 FindBasis only needs to find a suitable point P (j) to complete the
basis (P (j), Q(j)). Furthermore, K(j) is never above (0, 0) for j > 1, which ensures cyclicity when
composing φ(j) with φ(j−1). In all cases we use s(j) from σ to compute the kernel generator K(j)

via FindKernel and φ(j) via ComputeIsogeny.
The last block of degree 2f0 uses Q(n) ← [2f−f0 ]φ(n−1)(Q(n−1)) and samples another point P (n)

as basis of E(n)[2f0 ]. In the following, we will often assume f0 = f for the sake of simplicity.4

Step (b). Computing φ̂chall requires a single isogeny of smooth degree Dchall ≈ 2λ. For the
primes given in SQIsign (NIST), we have Echall[Dchall] ⊆ Echall(Fp2). Thus, we compute φchall

by deterministically computing a basis (P,Q) for Echall[Dchall] and finding the kernel ⟨K⟩ for
φ̂chall : Echall → Ecom. For f < λ, we have Dchall = 2f · 3g, and split this process into two parts.

Given the basis (P,Q) for Echall[Dchall], we compute (P2, Q2) = ([3g]P, [3g]Q) as basis of
Echall[2

f ], and use K2 = P2 + [s2]Q2, where b2 indicates whether P2 and Q2 have to be swapped
prior to computing K2. We compute φ2 : Echall → E′

chall with kernel ⟨K2⟩, and P3 = [2f ]φ2(P )

and Q3 = [2f ]φ3(Q) form a basis of E′
chall[3

g]. Then b3 indicates a potential swap of P3 and Q3,
while K3 = P3 + [s3]Q3 is the kernel generator of the isogeny φ3 : E′

chall → Ecom. Thus, we have
φ̂chall = φ3 ◦ φ2. If f ≥ λ, we require only the first step.

3A point P is said to be above a point R if [k]P = R for some k ∈ N.
4In contrast to earlier versions, SQIsign (NIST) fixes f0 = f . However, our analysis benefits from allowing f0 < f .
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We furthermore verify that the composition of φresp and φ̂chall is cyclic, by checking that the
first 2-isogeny step of φ2 does not revert the last 2-isogeny step of φ(n). This guarantees that
φ̂chall ◦ φresp is non-backtracking, hence cyclic.

Step (c). On Ecom, the verifier uses the point Q′ ← φ̂chall(Q
′), where Q′ is some (deterministically

generated) point, linearly independent from the generator of φ̂chall, and r (a scalar given in the
signature σ) to compute [r]Q′, and checks if [r]Q′ matches the hashed point Kchall = H(msg, Ecom),
where H is a hash function.

11.3.2 Impact of large f on verification

The techniques of Section 11.2 extend the possible range of f to any size below log(p). This gives
two benefits to the cost of verification, especially when f ≥ λ.

Number of blocks in φresp. The larger f is, the fewer blocks of size 2f are performed in Step
(a). Per block, the dominating part of the cost are FindBasis and FindKernel as we first need to
complete the torsion basis (P (j), Q(j)) for E(j)[2f ] (given Q(j) if j > 1), followed by computing
K(j) = P (j) + [s(j)]Q(j). By minimizing the number of blocks n, we minimize the amount of
times we perform FindBasis and FindKernel, and the cost of each individual FindKernel only mildly
increases, as s(j) increases in size. The overall cost of ComputeIsogeny, that is, performing the n
isogenies of degree 2f given their kernels K(j), only moderately increases with growing f .

We further note that larger f requires fewer T -isogeny computations for the signer, hence
signing performance also benefits from smaller n.

Challenge isogeny. When f ≥ λ, we can simply set Dchall = 2λ, which has two main benefits.

• The cost of FindBasis for this step is reduced as finding a basis for E[2λ] is much easier than
a basis search for E[2f · 3g].

• The cost of ComputeIsogeny for φchall decreases as we only have to compute a chain of 2-
isogenies instead of additional 3-isogenies.

11.3.3 Implementation and benchmark of cost in Fp-multiplications

To measure the influence of the size of f on the performance, we implemented SQIsign verification
for the NIST Level I security parameter set in Python, closely following SQIsign (NIST). As
is standard in isogeny-based schemes, we use x-only arithmetic and represent points and curve
coefficients projectively. The benchmark counts Fp-operations and uses a cost metric that allows
us to estimate the runtime of real-world implementations for 256-bit primes p(f), where p(f) denotes
a prime such that 2f divides p(f) + 1. We benchmark primes p(f) for all values 50 ≤ f ≤ 250.
These results serve as a baseline to which we compare the optimisations that we introduce in
Sections 11.4 and 11.5.

We briefly outline how SQIsign (NIST) implements the three subroutines FindBasis, FindKernel,
and ComputeIsogeny.
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FindBasis. We search for points of order 2f by sampling x-coordinates in a specified order,5

and check if the corresponding point P lies on E (and not on its twist Et). We then compute
P ← [p+1

2f
]P and verify that [2f−1]P ̸= 0E . Given two points P,Q ∈ E of order 2f , we verify linear

independence by checking that [2f−1]P ̸= [2f−1]Q, and discard and re-sample the second point
otherwise. As discussed above in the description of Step (a), after the first step is performed, the
verifier pushes a 2f -torsion point Q lying above (0, 0) through the previous isogeny step. As such,
the verifier only needs to find a point P that completes a basis for E[2f ] using CompleteBasis2f .

FindKernel. Given a basis (P,Q), FindKernel computes K = P + [s]Q via the ThreePointLadder

algorithm as used in SIKE [10]. In addition to the x-coordinates xP and xQ of P and Q, it requires
the x-coordinate xP−Q of P − Q. Hence, after running FindBasis, we further compute xP−Q as
described in SQIsign (NIST) [78].

ComputeIsogeny. Given a kernel generator K of order 2f , ComputeIsogeny follows the approach
of SIKE [10], and computes the 2f -isogeny φ(j) as a chain of 4-isogenies for efficiency reasons via
FourIsogenyChain. If f is odd, we further compute a single 2-isogeny. Following SQIsign (NIST),
ComputeIsogeny proceeds as follows:

1. Compute R = [2f−2]K and the corresponding 4-isogeny φ with kernel ⟨R⟩. Note that the
point (0, 0) might be contained in ⟨R⟩ for the first block in φresp, which requires a special
4-isogeny formula. Thus, we check if this is the case and call the suitable 4-isogeny function.
We set K ← φ(K).

2. If f is odd, we compute R = [2f−3]K, the 2-isogeny φ with kernel ⟨R⟩, and K ← φ(K).

3. Compute the remaining isogeny of degree 2f
′

with even f ′ as a chain of 4-isogenies, where
(0, 0) is guaranteed not to lie in any of the kernels.

In the last step, SQIsign (NIST) uses optimal strategies as in SIKE [10] to compute a chain of
4-isogenies. Naive multiplicative strategies would compute R = [2f

′−2j ]K, the 4-isogeny φ with
kernel ⟨R⟩, and K ← φ(K) for j = 1, . . . , f ′/2. However, this strategy is dominated by costly
doublings. Instead, we can save intermediate multiples of K during the computation of R =

[2f
′−2j ]K, and push them through isogenies to save multiplicative effort in following iterations.

Optimal strategies that determine which multiples are pushed through isogenies and minimise the
cost can be found efficiently [10, 123].

We note that for f < λ the computation of φ̂chall requires small adaptations to these algorithms
to allow for finding a basis of E[Dchall] and computing 3-isogenies. Most notably, SQIsign (NIST)

does not use optimised formulas or optimal strategies for 3-isogenies from SIKE [10], but uses
a multiplicative strategy and general odd-degree isogeny formulas [102, 234]. We slightly deviate
from SQIsign (NIST) by implementing optimised 3-isogeny formulas, but note that the performance
difference is minor and in favour of SQIsign (NIST).

An algorithmic description of a single block of SQIsign (NIST) summarising the discussion
above is given in Algorithm 11.2. Here, ProjectiveToAffine simply denotes an algorithm to move
from projective to affine coordinates/coefficients.

5SQIsign (NIST) fixes the sequence xk = 1 + k · i with i ∈ Fp2 such that i2 = −1 and picks the smallest k for
which we find a suitable point.
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Algorithm 11.2 Single block in verification of SQIsign (NIST)

Input: Affine Montgomery coefficient A ∈ Fp2 of elliptic curve EA, a basis xP , xQ, xP−Q for
EA[2

f ] with Q above (0, 0) and s ∈ Z/2fZ defining a kernel.
Output: Affine coefficient A′ ∈ Fp2 describing E′

A as the codomain of EA → EA′ of degree 2f ,
with a basis xP , xQ, xP−Q for E′

A[2
f ] with Q above (0, 0).

1: K ← ThreePointLadder(xP , xQ, xP−Q, s, A)
2: Aproj., xQ ← FourIsogenyChain(K,xQ, A)
3: A, xQ ← ProjectiveToAffine(Aproj., xQ)
4: xP , xP−Q ← CompleteBasis2f (xQ, A)
5: return A, xP , xQ, xP−Q

Cost metric. In implementations, Fp2-operations usually call underlying Fp-operations. We
follow this approach and use the total number of Fp-operations in our benchmarks. As cost metric,
we express these operations in terms of Fp-multiplications, with S = 0.8 ·M, ignoring Fp-additions
and subtractions due to their small impact on performance. Fp-inversions, Fp-square roots, and
Legendre symbols over Fp require exponentiations by an exponent in the range of p, hence we
count their cost as log(p) Fp-multiplications. In contrast to measuring clock cycles of an optimised
implementation, our cost metric eliminates the dependence on the level of optimisation of finite
field arithmetic and the specific device running SQIsign, hence, can be considered more general.

Benchmark results. Figure 11.1 shows the verification cost for the NIST Level I-sized primes
p(f) for 50 ≤ f ≤ 250, fixing e = 975, using our cost metric. For more efficient benchmarking,
we sample random public key curves and signatures σ of the correct form instead of signatures
generated by the SQIsign signing procedure.

The graph shows the improvement for f ≥ 128. Furthermore, we can detect when the number
of blocks n decreases solely from the graph (e.g. f = 122, 140, 163, 195, 244). The cost of sampling
a 2f -torsion basis is highly variable between different runs for the same prime, which is visible from
the oscillations of the graph. The performance for odd f is worse in general due to the inefficient
integration of the 2-isogeny, which explains the zigzag-shaped graph.

From the above observations, we conclude that f ≥ λ is significantly faster for verification,
with local optima found at f = 195 and f = 244, due to those being (almost) exact divisors of the
signing length e = 975.

Remark 11.3.1. The average cost of FindBasis differs significantly between primes p even if they
share the same 2f -torsion. This happens because SQIsign (NIST) finds basis points from a pre-
determined sequence [x1, x2, x3, . . .] with xj ∈ Fp2 . As we will see in Section 11.4, these xj values
can not be considered random: some values xj are certain to be above a point of order 2f , while
others are certain not to be, for any supersingular curve over p.

11.4 Optimisations for verification

In this section, we show how the improvements from Section 11.2 that increase f beyond λ together
with the analysis in Section 11.3 allow several other optimisations that improve the verification
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Figure 11.1: Cost in Fp-multiplications for verification at NIST Level I security, for varying f and p(f),
averaged over 1024 runs per prime. The green vertical lines mark f = 75 as used in SQIsign (NIST) for
signing without extension fields, and f = λ = 128, beyond which we can set Dchall = 2λ. The dotted graph
beyond f = 75 is only accessible when signing with extension fields.

time of SQIsign in practice. Whereas the techniques in Section 11.2 allow us to decrease the number
of blocks, in this section, we focus on the operations occurring within blocks. We optimise the cost
of FindBasis, FindKernel and ComputeIsogeny.

We first analyse the properties of points that have full 2f -torsion, and use them to improve
FindBasis and FindKernel for general f . We then describe several techniques specifically for f ≥ λ.
Altogether, these optimisations significantly change the implementation of verification in compar-
ison to SQIsign (NIST). We remark that the implementation of the signing procedure must be
altered accordingly, as exhibited by our implementation.

Notation. As we mostly focus on the subroutines within a specific block E(j) → E(j+1), we will
omit the superscripts in E(j),K(j), P (j), . . . and write E,K,P, . . . to simplify notation.

For reference throughout this section, the pseudocode for a single block in the verification
procedure of our optimised variant is given by Algorithm 11.3.

11.4.1 Basis generation for full 2-power torsion

We first give a general result on points having full 2f -torsion that we will use throughout this
section. This theorem generalises previous results [103, 221] and will set the scene for easier and
more efficient basis generation for E[2f ].

Theorem 11.4.1. Let E : y2 = (x − λ1)(x − λ2)(x − λ3) be an elliptic curve over Fp2 with
E[2f ] ⊆ E(Fp2) the full 2-power torsion. Let Li = (λi, 0) denote the points of order 2 and [2]E

denote the image of E under [2] : P 7→ P + P so that E \ [2]E are the points with full 2f -torsion.
Then

Q ∈ [2]E if and only if xQ − λi is square for i = 1, 2, 3.

244



More specifically, for Q ∈ E \ [2]E, Q is above Li if and only if xQ − λi is square and xQ − λj is
non-square for j ̸= i.

Proof. It is well-known that Q = (x, y) ∈ [2]E if and only if x−λ1, x−λ2 and x−λ3 are all three
squares (see Theorem 4.1 in [184, Chapter 1]). Thus, for Q ∈ E \ [2]E, one of these three values
must be a square, and the others non-squares (as their product must be y2, hence square). We
proceed similarly as the proof of Theorem 3 by Lin, Wang, Xu, and Zhao [221]. Namely, let P1, P2

and P3 denote points of order 2f above L1 = (λ1, 0), L2 = (λ2, 0) and L3 = (λ3, 0), respectively,
of order 2. A point Q ∈ E \ [2]E must lie above one of the Li. Therefore, the reduced Tate pairing
of degree 2f of Pi and Q gives a primitive 2f -th root of unity if and only if Q is not above Li. Let
ζi = e2f (Pi, Q), then by [171, Theorem IX.9] we have

ζ2
f−1

i = e2(Li, Q).

We can compute e2(Li, Q) by evaluating a Miller function f2,Li
in Q, where div f2,Li

= 2(Li) −
2(0E). The simplest option is the line that doubles Li, that is, f2,Li

(x, y) = x− λi, hence

e2(Li, Q) = (xQ − λi)
p2−1

2 .

Applying Euler’s criterion to this last term, we get that if xQ − λi is square, then ζi is not a
primitive 2f -th root and hence Q must be above Li, whereas if xQ − λi is non-square, then ζi is a
primitive 2f -th root and hence Q is not above Li.

Note that for Montgomery curves y2 = x3 +Ax2 + x = x(x− α)(x− 1/α), the theorem above
tells us that non-squareness of xQ for Q ∈ E(Fp2) is enough to imply Q has full 2f -torsion and is
not above (0, 0) [221, Thm. 3].

Finding points with 2f -torsion above (0, 0). We describe two methods to efficiently sample
Q above (0, 0), based on Theorem 11.4.1.

1. Direct x sampling. By deterministically sampling xQ ∈ Fp, we ensure that xQ is square in
Fp2 . Hence, if Q lies on E and xQ−α ∈ Fp2 is non-square, where α is a root of x2 +Ax+1,
then Theorem 11.4.1 ensures that Q ∈ E \ [2]E and above (0, 0).

2. Smart x sampling. We can improve this using the fact that α is always square [9, 100].
Hence, if we find z ∈ Fp2 such that z is square and z−1 is non-square, we can choose xQ = zα

square and in turn xQ − α = (z − 1)α non-square. Again, by Theorem 11.4.1 if Q is on E,
this ensures Q is above (0, 0) and contains full 2f -torsion. Hence, we prepare a list [z1, z2, . . .]
of such values z for a given prime, and try xj = zjα until xj is on E.

Both methods require computing α, dominated by one Fp2-square root. Direct sampling computes
a Legendre symbol of x3 + Ax2 + x per x to check if the corresponding point lies on E. If so, we
check if x− α is non-square via the Legendre symbol. On average, this requires four samplings of
x and six Legendre symbols to find a suitable xQ with Q ∈ E(Fp2), and, given that we can choose
xQ to be small, we can use fast scalar multiplication on xQ (see Section 11.4.2.1).
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In addition to computing α, smart sampling requires the Legendre symbol computation of
x3 + Ax2 + x per x. On average, we require two samplings of an x to find a suitable xQ, hence
saving four Legendre symbols in comparison to direct sampling. However, we can no longer choose
xQ small, which means that improved scalar multiplication for small xQ is not available.

Finding points with 2f -torsion not above (0, 0). As shown by Lin, Wang, Xu, and Zhao
[221], we find a point P with full 2f -torsion not above (0, 0) by selecting a point on the curve
with non-square x-coordinate. Non-squareness depends only on p, not on E, so a list of small
non-square values can be precomputed. In this way, finding such a point P simply becomes finding
the first value xP in this list such that the point (xP ,−) lies on E(Fp2), that is, x3P +Ax2P + xP is
square. On average, this requires two samplings of x, hence two Legendre symbol computations.

11.4.2 General improvements to verification

In this section, we describe improvements to SQIsign verification and present new optimisations,
decreasing the cost of the three main subroutines of verification.

11.4.2.1 Known techniques from literature

There are several state-of-the-art techniques in the literature on efficient implementations of elliptic
curve or isogeny-based schemes that allow for general improvements to verification, but are not
included in SQIsign (NIST).

We use xDBL(xP ) to denote x-only point doubling of a point P , and similarly we denote by
xADD(xP , xQ, xP−Q) x-only differential addition of points P and Q. We use xMUL(xP ,m) to
denote x-only scalar multiplication of a point P by the scalar m.

Faster scalar multiplications. We describe three improvements to the performance of xMUL,
that can be applied in different situations during verification.

1. Affine A. Throughout verification and specifically in FindBasis and FindKernel, we work
with the Montgomery coordinate A in projective form. However, some operations, such as
computing the point difference xP−Q given xP and xQ require A in affine form. Having an
affine A allows an additional speed-up, as xDBL requires one Fp2 -multiplication less in this
case. Thus, xMUL with affine A is cheaper by 3M per bit of the scalar.

2. Affine points. Using batched inversion, whenever we require A in affine form we can get xP
and xQ in affine form for almost no extra cost. An xMUL with affine xP or xQ saves another
Fp2-multiplication, hence again 3M, per bit of the scalar.

3. Small x-coordinate. For a point P with xP = a+ bi with small a and b, we can replace a
Fp2-multiplication by xP with a+ b additions. This, in turn, saves almost 3M per bit of the
scalar in any xMUL of xP .

As we can force P and Q to have b ∈ {0, 1} and small a when sampling them in FindBasis, these
points are affine and have small x-coordinates. Together with the affine A, this saves almost 9M
per bit for such scalar multiplications, saving roughly 27% per xMUL. We call such a xMUL a fast
xMUL. Whenever xMUL uses 2 of these optimisations, we call it semi-fast.
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Whenever possible, we use differential addition chains [25] to improve scalar multiplications by
certain system parameters, such as p+1

2f
. In particular, we will only need to multiply by a few,

predetermined scalars, and therefore we follow the method described by Cervantes-Vázquez, Chenu,
Chi-Domínguez, De Feo, Rodríguez-Henríquez, and Smith [75, §4.2]. Our optimal differential
addition chains were precomputed using the CTIDH software [12].

Faster square roots. We apply several techniques from the literature to further optimise low-
level arithmetic in verification. The most significant of these is implementing faster square roots
in Fp2 following Scott [281, §5.3], as described in Section 7.2.1 of Chapter 7. This decreases the
cost of finding square roots to two Fp-exponentiations6 and a few multiplications.

Projective point difference. The implementation of SQIsign (NIST) switches between affine and
projective representations for xP , xQ and A within each block (see, for example, Algorithm 11.2).
It does so to be able to derive the point difference xP−Q from xP and xQ in order to complete
the basis P,Q in terms of x-coordinates. However, it is possible to compute the point difference
entirely projectively using Proposition 3 from [268]. This allows us to stay projective during the
SQIsign (NIST) verification until we reach Echall, where we do normalization of the curve. This
saves costly inversions during verification and has the additional benefit of improved elegance
for SQIsign (NIST). However, in our variant of verification, we make no use of projective point
difference, as the improvements of Section 11.4 seem to outperform this already.

11.4.2.2 Improving the subroutine FindBasis

In SQIsign (NIST), to find a complete basis for E[2f ] we are given a point Q ∈ E[2f ] lying above
(0, 0) and need to find another point P ∈ E(Fp2) of order 2f not lying above (0, 0). We sample
P directly using xP non-square, as described above and demonstrated by Lin, Wang, Xu, and
Zhao [221]. In particular, we can choose xP small. We then compute P ← [p+1

2f
]P via fast scalar

multiplication to complete the torsion basis (P,Q).

11.4.2.3 Improved strategies for ComputeIsogeny

Recall that ComputeIsogeny follows three steps in SQIsign (NIST): it first computes a 4-isogeny that
may contain (0, 0) in the kernel, and a 2-isogeny if f is odd, before entering an optimal strategy
for computing the remaining chain of 4-isogenies. However, the first two steps include many costly
doublings. We improve this by adding these first two steps in the optimal strategy. If f is even,
this is straightforward, with a simple check for (0, 0) in the kernel in the first step. For odd f , we
add the additional 2-isogeny in this first step. For simplicity of the implementation, we determine
optimal strategies as in SIKE [10], thus we assume that only 4-isogenies are used.

Note that techniques for strategies with variable isogeny degrees are available from the literature
on CSIDH implementations [81]. However, the performance difference is very small, hence our
simplified approach appears to be preferable.

In addition to optimising 4-isogeny chains, we implemented optimised 3-isogeny chains from
SIKE [10] for the computation of φ̂chall when f < 128.

6Indeed, using notation as in Section 7.2.1, we have 2f | p+ 1 as p ≡ 3 mod 4, and so the value e = 1.
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11.4.3 To push, or not to push – that is, the Q

In SQIsign (NIST), the point Q is pushed through φ so that we easily get the basis point above
(0, 0) on the image curve, and we can then use Theorem 11.4.1 to sample the second basis point P .
Instead of pushing Q, one can also use Theorem 11.4.1 to efficiently sample this basis point Q above
(0, 0). Although pushing Q seems very efficient, for larger f we are pushing Q through increasingly
larger isogeny chains, whereas sampling becomes increasingly more efficient as multiplication cost
by p+1

2f
decreases. Furthermore, sampling both P and Q allows us to use those points as an

implicit basis for E[2f ], even if their orders are multiples of 2f , as described in more detail below.
We observe experimentally that this makes sampling Q, instead of pushing Q, more efficient for
f > 128.

Using implicit bases. Using Theorem 11.4.1, it is possible to find points P and Q efficiently
so that both have full 2f -torsion. The pair (P,Q) is not an explicit basis for E[2f ], as the orders
of these points are likely to be multiples of 2f . However, instead of multiplying both points by
the cofactor to find an explicit basis, we can use these points implicitly, as if they were a basis for
E[2f ]. This allows us to compute K = P + [s]Q first, and only then multiply K by the cofactor.
This saves a full scalar multiplication by the cofactor p+1

2f
. We refer to such a pair (P,Q) as an

implicit basis of E[2f ]. Algorithmically, implicit bases combine FindBasis and FindKernel into a
single routine FindBasisAndKernel.

11.4.4 Improved challenge for f ≥ λ

Recall from Section 11.3.2 that when f ≥ λ, we can simply set Dchall = 2λ. This decreases the
cost of FindBasis for the challenge computation considerably, as we can now use Theorem 11.4.1
to find a basis for E[2λ].

Improving FindBasis for the challenge isogeny when f ≥ λ. We use Theorem 11.4.1 twice,
first to find P not above (0, 0) having full 2f -torsion and then to find Q above (0, 0) having full
2f -torsion. We choose xP and xQ small such that faster scalar multiplication is available. We find
the basis for E[2λ] by P ← [p+1

2f
]P followed by f − λ doublings, and Q ← [p+1

2f
]Q followed by

f − λ doublings. Algorithmically, this is faster than a single scalar multiplication by 2f−λ · p+1
2f

.
Alternatively, if Q is pushed through isogenies, we can reuse Q ← φ(n)(Q(n)) ∈ E[2f ] from the
computation of the last step of φresp, so that we get a basis point for E[2λ] by f − λ doublings of
Q. Reusing this point Q also guarantees cyclicity of φ̂chall ◦ φresp.

Remark 11.4.2. For SQIsign without extension fields, obtaining f ≥ λ seems infeasible, hence
the degree D of φchall is 2f · 3g. Nevertheless, some optimizations are possible in the computation
of φchall in this case. FindBasis for E[2f · 3g] benefits from similar techniques as previously used
in SIDH/SIKE, as we can apply known methods to improve generating a torsion basis for E[3g]

coming from 3-descent [103, § 3.3]. Such methods are an analogue to generating a basis for E[2f ]

as described in Theorem 11.4.1 and [221, Theorem 3].
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11.5 Size-speed trade-offs in SQIsign signatures

The increase in f also enables several size-speed trade-offs by adding further information in the
signature or by using uncompressed signatures. Some trade-offs were already present in earlier
versions of SQIsign [125], however, by using large f and the improvements from Section 11.4, they
become especially worthwhile.

We take a slightly different stance from previous work on SQIsign as for many use cases the
main road block to using SQIsign is the efficiency of verification in cycles. In contrast, in several
applications the precise size of a signature is less important as long as it is below a certain thresh-
old.7 For example, many applications can handle the combined public key and signature size of
RSA-2048 of 528 bytes, while SQIsign (NIST) features a combined size of only 241 bytes. In this
section, we take the 528 bytes of RSA-2048 as a baseline, and explore size-speed trade-offs for
SQIsign verification with data sizes up to this range.

We note that the larger signatures in this section encode the same information as standard
SQIsign signatures, hence have no impact on the security.

11.5.1 Adding seeds for the torsion basis in the signature

We revisit an idea that was previously present in the original SQIsign verification [125], but no
longer in [78] or [126], and highlight its particular merits whenever f ≥ λ, as enabled by signing
with extension fields. So far, we have assumed that completing or sampling a basis for E[2f ] is done
by deterministically sampling points. Recall from Section 11.4.1 that sampling xP resp. xQ (when
not pushing Q) on average requires the computation of several Legendre symbols resp. square roots.
We instead suggest using a seed to find xP (when pushing Q) or xP and xQ (otherwise), which
we include in the signature, so that the verifier saves all of the above cost for finding xP , resp.
xQ. Finding these seeds adds negligible overhead for the signer, while verification performance
improves. Signer and verifier are assumed to agree upon all precomputed values.

Seeding a point not above (0, 0). For xP not above (0, 0), we fix a large enough k > 0 and
precompute the 2k smallest values uj ∈ Fp such that uj+i ∈ Fp2 is non-square (where i is the same
as in Section 11.4). During signing, we pick the smallest uj such that xP = uj+i is the x-coordinate
of a point P ∈ E(Fp2), and add the index j to the signature as a seed for xP . Theorem 11.4.1
ensures that any P ∈ E(Fp2) for non-square xP is a point with full 2f -torsion not above (0, 0).
This furthermore has the advantage of fast scalar multiplication for xP as the x-coordinate is very
small.

Seeding a point above (0, 0). As noted above, when f is large, it is faster to deterministically
compute a point of order 2f above (0, 0) than to push Q through φ. We propose a similar seed
here for fixed large enough k > 0, using Theorem 11.4.1 and the “direct sampling” approach
from Section 11.4.1. During signing, we pick the smallest j ≤ 2k such that xQ = j is the x-
coordinate of a point Q ∈ E(Fp2) and xQ − α is non-square. We add xQ = j to the signature as a
seed.

7See https://blog.cloudflare.com/sizing-up-post-quantum-signatures/.
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Note that when using both seeding techniques, we do not explicitly compute [p+1
2f

]P or [p+1
2f

]Q,
but rather use the seeded points P and Q as an implicit basis, as described in Section 11.4.3.

Size of seeds. Per seeded point, we add k bits to the signature size. Thus, we must balance k so
that signatures do not become too large, while failure probabilities for not finding a suitable seed
are small enough. In particular, seeding xP resp. xQ via direct sampling has a failure probability
of 1

2 resp. 3
4 per precomputed value. For the sake of simplicity, we set k = 8 for both seeds, such

that every seed can be encoded as a separate byte. This means that the failure rate for seeding
Q is ( 34 )

256 ≈ 2−106.25 for our choice, while for P it is 2−256. Theoretically it is still possible that
seeding failures occur. In such a case, we simply rerun SigningKLPT. Note that for equal failing
rates the number of possible seeds for P can be chosen smaller than for Q, hence slightly decreasing
the additional data sizes. We furthermore include similar seeds for the torsion basis on Epk and
Echall, giving a size increase of 2(n+ 1) bytes.

The synergy with large f now becomes apparent. The larger f gets, the fewer blocks n are
required, hence adding fewer seeds overall. For f = 75, the seeds require an additional 28 bytes
when seeding both P and Q. For f = 122, 140, 163, 195, and 244 this drops to 18, 16, 14, 12,
and 10 additional bytes, respectively, to the overall signature size of 177 bytes for NIST Level I
security.

Remark 11.5.1. Instead of using direct sampling for Q with failure probability 3
4 , we can reduce

it to 1
2 via “smart sampling” (see Section 11.4.1). However, this requires the verifier to compute

α via a square root to set xQ = zα with seeded z. We thus prefer direct sampling for seeded Q,
which incurs no such extra cost.

Before concluding with a discussion on uncompressed signatures, we summarise the last two
sections by presenting an algorithm for the computation of a single block in verification with our
new optimisations, given in Algorithm 11.3.

Algorithm 11.3 Single block in verification using improvements of Section 11.4 and Section 11.5

Input: Projective Montgomery coefficient A ∈ Fp2 describing elliptic curve EA, a seed (n,m)
and s ∈ Z/2fZ defining a kernel.
Output: Affine coefficient A′ ∈ Fp2 describing EA′ as the codomain of EA → EA′ of degree 2f .

1: xP ← SmallNonSquare(m)
2: xQ ← n
3: xP−Q ← PointDifference(xP , xQ, A) { implicit basis xP , xQ, xP−Q }
4: K ← ThreePointLadder(xP , xQ, xP−Q, s, A)
5: K ← xMUL(xK ,

p+1
2f
, A) { semi-fast xMUL }

6: Aproj ← FourIsogenyChain(K,A)
7: A← ProjectiveToAffine(Aproj)
8: return A

11.5.2 Uncompressed signatures

When f is very large, and hence the number of blocks is small, in certain cases it is worthwhile to
replace the value s in the signature by the full x-coordinate of K = P +[s]Q. In essence, this is the
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uncompressed version of the SQIsign signature σ, and we thus refer to this variant as uncompressed
SQIsign.

Speed of uncompressed signatures. Adding the precise kernel point K removes the need for
both FindBasis and FindKernel, leaving ComputeIsogeny as the sole remaining cost. This speed-up
is significant, and leaves little room for improvement beyond optimizing the cost of computing
isogenies. The cost of verification in this case is relatively constant, as computing an 2e-isogeny
given the kernels is only slightly affected by the size of f , as is visible in the black dashed line
in Figure 11.2. This makes uncompressed SQIsign an attractive alternative in cases where the
signature size, up to a certain bound, is less relevant.

Size of uncompressed signatures. Per step, this increases the size from log(s) ≈ f to 2 log(p)

bits, which is still relatively size efficient when f is close to log(p). For recomputing φchall, we
take a slightly different approach than before. We add the Montgomery coefficient of Ecom to
the signature, and seeds for a basis of Ecom[2f ]. From this, the verifier can compute the kernel
generator of φchall, and verify that the j-invariant of its codomain matches Echall. Hence, this adds
2 log(p) bits for Ecom and two bytes for seeds to the signature, for a total of (n+1) · (log(p)/4)+2

bytes.
For f = 244, this approach less than doubles the signature size from 177 bytes to 322 bytes

for NIST Level I security. For f = 145, the signature becomes approximately 514 bytes, while for
the current NIST Level I prime with f = 75, the size would become 898 bytes. When adding the
public key size of 64 bytes, especially the first two cases still appear to be reasonable alternatives
to RSA-2048’s combined data size of 528 bytes.

Remark 11.5.2. Uncompressed signatures significantly simplify verification, as many function-
alities required for compressed signatures are not necessary. Hence, this allows for a much more
compact code base, which might be important for use cases featuring embedded devices with strict
memory requirements.

11.6 Primes and performance

In this section we show the performance of verification for varying f , using the optimisations from
the previous sections. Further, we find specific primes with suitable f for n = 4 and n = 7,
and report their signing performance using our SageMath implementation, comparing it with the
current SQIsign (NIST) prime.

11.6.1 Performance of optimised verification

The optimisations for compressed variants from Section 11.4 and Section 11.5 allow for several
variants of verification, depending on using seeds and pushing Q through isogenies, specifically
optimised for f ≥ λ. We summarise the four resulting approaches and measure their performance.

Pushing Q, sampling P without seed. This variant is closest to the original SQIsign (NIST)

and SQIsign (LWXZ) implementations. It is the optimal version for non-seeded verification for
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f ≤ 128, using the general optimisations from Section 11.4.2 and the challenge optimisations
from Section 11.4.4.

Not pushing Q, sampling both P and Q without seed. This variant competes with the
previous version in terms of signature size. Due to Section 11.4.3, sampling a new Q is more
efficient than pushing Q for large f .8 This is the optimal version for non-seeded verification for
f > 128, and additionally uses the optimisations from Section 11.4.3.

Pushing Q, sampling P with seed. This variant only adds seeds to the signature to describe
xP . As such, it lies between the other three variants in terms of both signature size and speed.
The signature is 1 byte per block larger than the unseeded variants, and 1 byte per block smaller
than the variant where xQ is seeded too. In terms of speed, it is faster than the variants where
P is unseeded, but slower than the variant where Q is seeded too. It uses the optimisations
from Sections 11.4.2 and 11.4.4, but cannot benefit from the kernel computation via implicit bases
from Section 11.4.3.

Not pushing Q and sampling both P and Q with seed. This is the fastest compressed version
that we present in this work. Although it adds 2 bytes per block, the small number of blocks n for
large f makes the total increase in signature size small. All the optimisations from Section 11.4
now apply: we additionally have fast xMUL for Q, as well as the optimised implicit basis method
to compute the kernel and optimised challenge. An algorithmic description of a single block in this
version is given in Algorithm 11.3.

11.6.2 Performance benchmark

To compare the verification performance of our optimised variants with compressed signatures to
SQIsign (NIST) and SQIsign (LWXZ), we run benchmarks in the same setting as in Section 11.3.3.
Our implementation of SQIsign (LWXZ) [221] is identical to SQIsign (NIST) except for the improved
sampling of P described in Section 11.4.1. In particular, Figure 11.2 shows the cost of verification
for the NIST Level I primes p(f) for 50 ≤ f ≤ 250. As before, we sample random public key curves
and signatures σ of the correct form instead of using signatures generated by the SQIsign signing
procedure.

We benchmarked these four approaches according to our cost metric by taking the average over
1024 random signatures. The results are given in Figure 11.2 showing the significant increase in per-
formance compared to SQIsign (NIST) and SQIsign (LWXZ), as well as the additional performance
gained from seeding. For comparison, we also show the performance when using uncompressed
signatures, serving as a lower bound for the cost.

11.6.3 Finding specific primes

We now give two example primes, one prime optimal for 4-block verification, as well as the best
we found for 7-block verification. The “quality” of a prime p is measured using the cost metric
SigningCostp defined in Section 11.2.3.

8Based on benchmarking results, we sample Q with x = nα for f < 200 and directly for f ≥ 200.
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Figure 11.2: Extended version of Figure 11.1 showing the cost in Fp-multiplications for verification
at NIST-I security level, for varying f and p(f), averaged over 1024 runs per prime. In addition to
SQIsign (NIST) in blue, it shows SQIsign (LWXZ) in red and all AprèsSQI variants: in purple is the perfor-
mance of AprèsSQI when pushing Q, with dashed purple when not seeding P ; in brown is the performance
of AprèsSQI when not pushing Q, with dashed brown when not seeding P,Q; and the performance of
uncompressed AprèsSQI is shown in black.

Optimal 4-block primes. For 4-block primes, taking e = 975 as a baseline, we need f bigger
than 244. In other words, we are searching for primes of the form

p = 2244N − 1,

where N ∈ [24, 212] (accepting primes between 250 and 256 bits). This search space is quickly
exhausted. For each prime of this form, we find the optimal torsion T to use, minimising the cost
SigningCostp(T ). The prime with the lowest total cost in this metric, which we denote p4, is

p4 = 2246 · 3 · 67− 1.

The prime p4 has f = 246, with T given below.

T = 33 · 52 · 72 · 11 · 13 · 17 · 19 · 23 · 29 · 31 · 37 · 41 · 43 · 47 · 53 · 59 · 61 · 67 · 71

· 73 · 79 · 83 · 89 · 97 · 101 · 103 · 107 · 109 · 113 · 127 · 149 · 151 · 157 · 163 · 181

· 197 · 211 · 229 · 241 · 271 · 317 · 397 · 577 · 593 · 641 · 661 · 757 · 1069 · 2293

It has SigningCostp4(T ) = 9632.73. The field of definition for the various torsion groups can be
found in Table 11.1.
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k N

1 67, 73, 757
2 317, 2293
3 37, 127, 1069
4 593
5 11, 31, 71, 661
6 13
7 43
8 17, 113
9 33, 19, 181, 577
10 52, 61, 641
11 23, 89
14 29, 197
18 397
19 229
20 41

k N

21 72

23 47
25 151
26 53
27 109, 163, 271
29 59
30 241
35 211
37 149
39 79, 157
41 83
48 97
50 101
51 103
53 107

Table 11.1: Torsion groups E[N ] and their minimal field E(Fp2k ) for the prime p4.

Balanced primes. Additionally, we look for primes that get above the significant f > 128 line,
while minimizing SigningCostp(T ). To do this, we adopt the sieve-and-boost technique used to
find the current SQIsign primes [78, §5.2.1]. However, instead of looking for divisors of p2 − 1, we
follow Theorem 11.2.3 and look for divisors of

k∏
n=1

Φn(p
2)/2

to find a list of good candidate primes. This list is then sorted with respect to their signing cost
according to SigningCostp. The prime with the lowest signing cost we could find, which we call
p7, is

p7 = 2145 · 39 · 593 · 3113 · 3173 · 5033 − 1.

The prime p7 is used for a verification with n = 7 blocks. It achieves f = 145, with T given below.

T = 37 · 54 · 72 · 11 · 13 · 17 · 192 · 23 · 29 · 31 · 37 · 41 · 43 · 47 · 532 · 593 · 61 · 67

· 71 · 73 · 79 · 109 · 113 · 131 · 157 · 181 · 193 · 223 · 239 · 241 · 271 · 283 · 3113

· 3173 · 331 · 349 · 5032 · 859 · 997

It has SigningCostp7(T ) = 4137.91. The field of definition for the various torsion groups we work
with can be found in Table 11.2.

Remark 11.6.1. This method of searching for primes is optimised for looking for divisors of p2−1,
hence it might be suboptimal in the case of allowing torsion in higher extension fields. We leave
it as future work to find methods which further take advantage of added flexibility in the prime
search.
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k N

1 37, 532, 593, 61, 79, 283, 3113, 3173, 349, 5032, 859, 997
3 13, 109, 223, 331
4 17
5 11, 31, 71, 241, 271
6 157
7 72, 29, 43, 239
8 113
9 192

10 54, 41
11 23, 67
12 193
13 131
15 181
18 37, 73
23 47

Table 11.2: Torsion groups E[N ] and their minimal field E(Fp2k ) for the prime p7.

p Largest N | T Largest Fp2k SigningCostp(T ) Adj. Cost Timing

p1973 1973 k = 1 8371.7 1956.5 11m, 32s
p7 997 k = 23 4137.9 - 9m, 20s
p4 2293 k = 53 9632.7 - 15m, 52s

Table 11.3: Comparison between estimated cost of signing for three different primes.

11.6.4 Performance for specific primes

We now compare the performance of the specific primes p4, p7, as well as the current NIST Level
I prime p1973 used in SQIsign (NIST).

Signing performance. We give a summary of the estimated signing costs in Table 11.3. For
p1973, we include the metric “Adjusted Cost”, which we compute as SigningCost with the N -
isogeny computations scaling as

√
N logN to (rather optimistically) account for the benefit of√

élu. Further, we ran our proof-of-concept SageMath implementation on the three primes, using
SageMath 9.8, on a laptop with an Intel-Core i5-1038NG7 processor, averaged over five runs. An
optimised C implementation will be orders of magnitude faster; we use these timings simply for
comparison.

We note that the SigningCost-metric correctly predicts the ordering of the primes, though
the performance difference is smaller than predicted. A possible explanation for this is that the
SigningCost-metric ignores all overhead, such as quaternion operations, which roughly adds
similar amounts of cost per prime.

Our implementation uses
√

élu whenever the kernel generator is defined over Fp2 and N is bigger
than a certain crossover point. This mainly benefits p1973, as this prime only uses kernel generators
defined over Fp2 . The crossover point is experimentally found to be around N > 300 in our
implementation, which is not optimal, compared to an optimised C implementation. For instance,
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work by Adj, Chi-Domínguez, and Rodríguez-Henríquez [1] gives the crossover point at N >

89, although for isogenies defined over Fp. Nevertheless, we believe that these timings, together
with the cost metrics, provide sufficient evidence that extension field signing in an optimised
implementation stays in the same order of magnitude for signing time as staying over Fp2 .

Verification performance. In Table 11.4, we summarise the performance of verification for
p1973, p7, and p4, both in terms of speed, and signature sizes.

Two highlights of this work lie in using p7, both with and without seeds, having (almost) the
same signature sizes as the current SQIsign signatures, but achieving a speed-up of factor 2.37 resp.
2.80 in comparison to SQIsign (NIST) and 1.82 resp. 2.15 in comparison to SQIsign (LWXZ), using
p1973. Another interesting alternative is using uncompressed p4, at the cost of roughly double
signature sizes, giving a speed-up of factor 4.46 in comparison to SQIsign (NIST) and 3.41 in
comparison to SQIsign (LWXZ).

p f Implementation Variant Verif. cost Sig. size

p1973 75

SQIsign (NIST) [78] - 500.4 177 B
SQIsign (LWXZ) [221] - 383.1 177 B

AprèsSQI unseeded 276.1 177 B
AprèsSQI seeded 226.8 195 B

p7 145
AprèsSQI unseeded 211.0 177 B
AprèsSQI seeded 178.6 193 B
AprèsSQI uncompressed 103.7 514 B

p4 246
AprèsSQI unseeded 185.2 177 B
AprèsSQI seeded 160.8 187 B
AprèsSQI uncompressed 112.2 322 B

Table 11.4: Comparison between verification cost for different variants and different primes, with cost
given in terms of 103 Fp-multiplications, using S = 0.8M.

Remark 11.6.2. We analyse and optimise the cost of verification with respect to Fp-operations.
However, primes of the form p = 2f · c − 1 are considered to be particularly suitable for fast
optimised finite field arithmetic, especially when f is large [11]. Hence, we expect primes like
p4 to improve significantly more in comparison to p1973 in low-level field arithmetic, leading to a
larger speed-up than predicted in Table 11.4. Furthermore, other low-level improvements, such as
fast non-constant time GCD for inversions or Legendre symbols, will improve the performance of
primes in terms of cycles, which is unaccounted for by our cost metric.

Remark 11.6.3. In recent joint work with Eriksen, Meyer and Rodríguez-Henríquez [277], we
find better AprèsSQI-friendly primes according to a more accurate cost metric.
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Chapter 12

Conclusion

In this thesis, we explored three facets of isogeny-based cryptography: the security of the underlying
hardness assumptions; the efficiency of two-dimensional isogenies; and the design and efficiency of
SQIsign.

We began in Part II by exploring the concrete security of the dimension-g superspecial isogeny
problem for g = 1 and 2. In Chapter 7, we focus on the case g = 1 and introduced SuperSolver, a
new attack against the isogeny problem which boasts a better concrete complexity than the Delfs–
Galbraith algorithm. More specifically, for cryptographic-sized primes p ≈ 2256, we obtain around
an 8 times reduction in complexity. Obtaining a grasp on the concrete complexity of SuperSolver
allows us to better understand the security of isogeny-based schemes, such as SQIsign.

The attack strategy from this chapter uses only one-dimensional isogenies. In contrast, the
SIDH attacks exhibit that higher dimensional isogenies are crucial to understand the dimension-1
superspecial isogeny graph X1(Fp). Though this has only been exploited when extra information is
available to the attacker, it would be interesting to revisit the work in Chapter 7 with this renewed
perspective. In particular, it is natural to ask whether using higher dimensional isogenies can
extend the SuperSolver attack to be more powerful. This leads us to the following open question:

Can higher dimensional isogenies help us understand the hardness of the dimension-1
superspecial isogeny problem?

Moving forward to Chapter 8, we then studied the dimension-2 superspecial isogeny problem. We
introduced SplitSearcher, a classical attack with lower concrete complexity than the previous state-
of-the-art: the Costello–Smith algorithm. The improvement exhibited in this chapter is greater:
for cryptographic-sized primes p ≈ 2128, we decrease the complexity by a factor of around 25 to
29. We remark that the algorithms in this chapter also enable a user to efficiently traverse the
(2, 2)-isogeny graph X2(Fp, 2) and explore the expansion properties of X2(Fp, 2).

Though the work in Chapter 8 makes a big step towards understanding the dimension-2 graph,
there is still much more to study. To accompany the increased use of higher dimensional isogenies in
cryptography, it is crucial to obtain a better grasp of the security of the isogeny problem in higher
dimensions. Another approach we could take to achieve this is to instead study the endomorphism
ring problem in dimension 2 and determine how it relates to the isogeny problem. This is known
for dimension 1, but remains unclear for higher dimensions.

Is the dimension-2 superspecial isogeny problem equivalent to the endomorphism ring
problem for p.p. abelian surfaces?

Turning towards constructive applications of two-dimensional isogenies, in Part III we gave efficient
formulæ for (3, 3)-isogenies. In joint work with Flynn [94], we extend these ideas to give a descrip-
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tion of a general method to construct (N,N)-isogenies between Kummer surfaces with efficiently
computable biquadratic forms, for any odd N , using purely algebraic methods. This makes the
method described in Section 9.2 effective for all odd N . These techniques could prove useful in
developing algorithms to explore the graphs X2(Fp, N) for prime N and gain fruitful experimental
data on its expansion properties. Furthermore, as isogeny-based cryptography increasingly relies
on two-dimensional isogenies, our formulæ could prove useful for future constructions.

Can we construct efficient isogeny-based primitives (other than hash functions) using
(N,N)-isogenies for primes N ̸= 2?

In the final part of this thesis, we focused on a particular signature scheme built from isogenies:
SQIsign, which boasts the smallest combined public key and signature size of all post-quantum
signature schemes. The main disadvantage of SQIsign is that its signing and verification algorithms
are slow, especially when compared to lattice-based alternatives. In Part IV, we presented work
that aims to alleviate some inefficiencies in SQIsign. Firstly, in Chapter 10, we proposed new
SQIsign-friendly parameters for all security levels, which mainly target applications where fast
signing is a priority.

Due to its inherent characteristics, SQIsign is also attractive in scenarios that require small
signatures and fast verification. With this in mind, in Chapter 11, we propose AprèsSQI, a variant of
SQIsign that prioritises verification without sacrificing the compactness of the signatures. In recent
joint work with Eriksen, Meyer and Rodríguez-Henríquez [277], we use similar methods to those
described in Chapter 10 to obtain new parameters for SQIsign adapted for efficient verification.
These parameters were used in the Round 1 NIST submission of SQIsign. Since AprèsSQI was
published, two-dimensional variants of SQIsign, called SQIsign2D [17, 142, 247], were made public.
SQIsign2D has faster signing and verification, and more compact signatures than SQIsign. In
light of this, due to the lack of an optimised implementation of AprèsSQI in a low-level language
(at the time of writing), it is unclear whether AprèsSQI can still provide an interesting solution
for applications where verification time is crucial, particularly when considering uncompressed
signatures. A natural question arises:

For what applications is one-dimensional SQIsign, or its variant AprèsSQI, the best
choice?

A recent paper on constructing ring signatures [46] gives interesting insight to this question: the
authors construct a linear ring signature from a variant of SQIsign, rather than SQIsign2D. Indeed,
the method for proving that the underlying identification scheme of SQIsign2D is zero-knowledge
is not compatible with the current methods of constructing secure ring signatures. We further
remark that, if future research develops better KLPT algorithms (where the output ideal has close-
to-optimal norm), one-dimensional SQIsign verification will likely become more efficient than that
of its higher dimensional variants. Thus, research on one-dimensional SQIsign remains important.

We end by taking a step back and viewing SQIsign in light of its submission to NIST’s alternate
call for signature schemes. Working with isogenies requires fairly significant mathematical knowl-
edge, just as working with pairings did before the development of an abstraction of a bilinear map.
As such, constructing isogeny-based protocols presents a high barrier of entry for cryptographers
not familiar with these particular areas of mathematics. If SQIsign is to be standardised, we must
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endeavour to close the gap between theoreticians and the practitioners who will eventually be
tasked to implement these algorithms securely and efficiently. This is crucial for the cryptographic
community to be confident in the security SQIsign, thus enabling its widespread adoption. On that
note, we end this thesis with a question:

Can we obtain a satisfying abstraction of SQIsign (and its variants) that will help prac-
titioners understand and implement its algorithms more easily and securely?
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